
 1 

Identifying Supportive Student Factors for Mindset 
Interventions: A Two-model Machine Learning 

Approach 
 

Nigel Bosch 
School of Information Sciences and Department of Educational Psychology 

University of Illinois Urbana–Champaign 
pnb@illinois.edu 

 

Abstract 
Growth mindset interventions foster students’ beliefs that their abilities can grow through effort 
and appropriate strategies. However, not every student benefits from such interventions – yet 
research identifying which student factors support growth mindset interventions is sparse. In this 
study, we utilized machine learning methods to predict growth mindset effectiveness in a 
nationwide experiment in the U.S. with over 10,000 students. These methods enable analysis of 
arbitrarily-complex interactions between combinations of student-level predictor variables and 
intervention outcome, defined as the improvement in grade point average (GPA) during the 
transition from high school. We utilized two separate machine learning models: one to control 
for complex relationships between 51 student-level predictors and GPA, and one to predict the 
change in GPA due to the intervention. We analyzed the trained models to discover which 
features influenced model predictions most, finding that prior academic achievement, blocked 
navigations (attempting to navigate through the intervention software too quickly), self-reported 
reasons for learning, and race/ethnicity were the most important predictors in the model for 
predicting intervention effectiveness. As in previous research, we found that the intervention was 
most effective for students with prior low academic achievement. Unique to this study, we found 
that blocked navigations predicted an intervention effect as low as 0.185 GPA points (on a 0–4 
scale) less than the mean. This was a notable negative prediction given that the mean 
intervention effect in our sample was just 0.026 GPA points, though few students (4.4%) 
experienced a substantial number of blocked navigation events. We also found that some 
minoritized students were predicted to benefit less (or even not at all) from the intervention. Our 
findings have implications for the design of computer-administered growth mindset 
interventions, especially in relation to students who experience procedural difficulties 
completing the intervention. 
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1 Introduction 
Students approach learning with differing beliefs about their own abilities to learn and grow 
(Dweck, 2006), beliefs about specific topics (Chestnut et al., 2018; Leslie et al., 2015), and 
reasons for learning (Yeager et al., 2014). These beliefs about learning, or learning mindsets, are 
related to learning outcomes. For example, mindsets can be a powerful influence on motivation, 
which is especially relevant to self-regulated learning with computers (Benson Soong et al., 
2001; Robertson, 2011). Given this connection, recent research has explored the possibility of 
fostering certain learning mindsets to improve learning outcomes – often via student-oriented 
interventions (Aronson et al., 2002; Burnette et al., 2018; O’Rourke et al., 2014; Schmidt et al., 
2017; Yeager et al., 2016). Such interventions sometimes improve student outcomes (e.g., 
grades), but are not effective for all students (Sisk et al., 2018; Yeager et al., 2019). 

There are many types of mindsets students (and teachers) may adopt – e.g., mindset about 
learning with technology (Liu, 2011; Selim, 2007) – though the scope of all mindsets is too large 
for any one study. We focus specifically on students’ growth mindset, which is the belief that 
one’s ability can grow with appropriate effort and strategies (Dweck, 2006). Conversely, a fixed 
mindset reflects the belief that abilities and intelligence are more innate, and thus any impasses 
encountered while learning difficult concepts may be indicators of one’s own lack of innate 
ability. Studies on the relationships between mindset and academic outcomes have produced 
mixed outcomes (Chao et al., 2017; Kaijanaho & Tirronen, 2018; Sisk et al., 2018; Warren et al., 
2019). Similarly, some interventions designed to promote growth mindset have succeeded while 
others have not, and, surprisingly, interventions that successfully produced an increase in growth 
mindset were not successful at improving learning outcomes (Sisk et al., 2018). Understanding 
why mindset interventions are sometimes more or less helpful for different students is key to 
ensuring equitable benefit for students – especially traditionally-underserved students – by 
highlighting opportunities for refining interventions to suit the needs of particular sub-
populations, and to avoid potential negative outcomes (e.g., wasting student time that could be 
better spent on a different educational activity). 

Previous research has uncovered several reasons why growth mindset interventions produce 
mixed (sometimes even negative) academic outcomes. Growth mindset is hypothesized to relate 
to multiple constructs including effort, challenge-seeking, goal orientation, and success (Dweck, 
2006), though recent research calls these relationships into question (Bahník & Vranka, 2017; 
Burgoyne et al., 2020). Nevertheless, interventions to promote growth mindset may be equally 
complex, promoting more than only growth mindset (Li & Bates, 2019). Thus, it is not always 
clear that the growth mindset aspect of an intervention is responsible for the results, particularly 
if multiple constructs are addressed in the intervention condition that are not in the control 
condition. In fact, in meta-analytic work, Sisk et al. (2018) found that growth mindset 
interventions only had positive effects on learning in the unexpected cases: when the 
interventions did not increase students’ perceptions of the malleability of intelligence or when 
they did not measure that change. Sisk et al. also noted, however, that when growth mindset 
interventions succeeded in improving educational outcomes on average, the effects were 
inconsistent across demographic groups; students of low socioeconomic status (SES) were the 
only students to benefit. In this paper we focus on this last issue; when a growth mindset 
intervention is effective, on average but not for everyone, which students are likely to benefit? 
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Additionally, we explore a variety of additional constructs (e.g., stress, trust, challenge-seeking) 
that may explain intervention effects in addition to – or instead of – changes in mindset. 

We utilize machine learning as a data-driven discovery method to explore many (potentially 
intersectional) student-level variables that characterize cases in which a large-scale computer-
based mindset intervention is more or less beneficial. We examine the case of a computer-
administered mindset intervention, which, combined with administrative records, affords 
analysis of many student-level variables including those related to their human–computer 
interaction behaviors during the intervention. 

1.1 Computer-based mindset interventions 
Computers are an attractive means of administering interventions directly to students at a wide 
scale, given their ubiquitous nature and flexibility. For example, the data we analyze in this study 
come from the National Study of Learning Mindsets (NSLM)1, a large-scale computer-
administered intervention experiment with over 10,000 students (Yeager et al., 2019). The 
NSLM experiment was, in turn, informed by an earlier computer-administered mindset 
intervention study with over 3,500 students in 10 schools in the United States (Yeager et al., 
2016). In that study, they found that a growth mindset intervention improved 9th-grade grade 
point average (GPA), particularly for lower-achieving students. In fact, computer-based growth 
mindset interventions have been tested in a variety of educational settings, both formal and 
informal (Burnette et al., 2018; Donohoe et al., 2012; O’Rourke et al., 2014; Schmidt et al., 
2017; Sisk et al., 2018; Yeager et al., 2016, 2019). 

In one experiment, researchers modified a mathematics education game called Refraction, 
adding messaging designed to foster a growth mindset for students in the experimental condition, 
and adding neutral messaging about the importance of math in the control condition (O’Rourke 
et al., 2014). They found that the growth mindset messaging improved students’ persistence 
(time spent) in the game. Similarly, researchers studying the growth mindset attitudes of students 
on a mobile computing learning platform found that growth mindset predicted higher quiz scores 
as well as longer time spent answering quizzes (Kizilcec & Goldfarb, 2019), though not in an 
experimental intervention context. These findings are consistent with the theory that growth 
mindsets help students persist in the face of adversity (Dweck, 2006). Furthermore, previous 
work has shown that students who struggle more are those who are most likely to benefit from 
persistence and challenge-seeking behaviors engendered by a growth mindset. For example, in 
the Refraction experiment, students who struggled most in the first few math problems later 
benefitted the most from the mindset intervention (O’Rourke et al., 2014). These findings also 
illustrate the fact that mindset intervention can be more or less likely to be effective depending 
on student characteristics and other contextual factors. 

1.2 Heterogeneous intervention effects 
Mindset intervention effects differ based on many factors, including cognitive factors (e.g., early 
struggles with math), demographic factors, and others. For example, O’Rourke et al. performed a 
follow-up Refraction study in which they compared mindset intervention effectiveness for 
students eligible for free/reduced-price school lunch, finding that their incentive-based mindset 

 
1 NSLM data access can be requested from mindset@prc.utexas.edu 
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intervention was less effective (in terms of promoting engagement) for these students relative to 
their peers (O’Rourke et al., 2015). 

In another study comparing achievement across SES levels, researchers found that growth 
mindset was correlated with SES and SES was correlated with scholastic achievement (Claro et 
al., 2016). However, the SES–achievement gap was mitigated for students from low-SES 
backgrounds when they had a growth mindset (i.e., the intervention was more effective for 
students from low-SES families in this case). 

A recent meta-analysis of growth mindset interventions in education found that overall effects on 
academic outcomes are weak (Sisk et al., 2018); the overall effect size for interventions was d = 
0.080 (p = .010). However, they also explored possible moderators of intervention effect. 
Student-level moderators included developmental stage (age), previous failed classes, experience 
of situational challenges (e.g., stereotype threat, moving to a new school), and eligibility for 
free/reduced-price school lunch. Procedural moderators included type of control condition (e.g., 
active, do-nothing), type of intervention (e.g., in class, computer administered), and timing of 
outcome measure (time to measurement of academic progress). They found that students with 
previous failed classes and students experiencing economic disadvantage benefitted significantly 
more than their peers. 

In the NSLM experiment (Yeager et al., 2019), researchers utilized a computer-administered 
intervention to encourage adoption of a growth mindset for students in their first year of high 
school, a time when students are typically transitioning to a new school and may be encountering 
new challenges (Sisk et al., 2018). They found that students in lower-performing schools 
benefitted more from the intervention (compared to an active control group), in line with most 
previous research. However, there are many possible moderators (and combinations of 
moderators) that could potentially explain heterogeneity in intervention effects. Hence, in the 
current research we focus on methods to discover what these moderators are. 

1.3 Data-driven discovery of moderators 
Data-driven discovery refers to hypothesis generation from data (Romero et al., 2008). 
Applications of data-driven discovery include tasks like uncovering the structure of curricular 
topics (Méndez et al., 2014) or enumerating and measuring the cognitive states of students in 
computerized learning environments (Koedinger et al., 2013). In contrast, theory-driven analyses 
focus on relationships that have been hypothesized based on previous research. For example, in 
the primary analysis of the NSLM data, researchers hypothesized that students from lower-
performing schools would benefit more from the intervention, given related findings in previous 
large-scale observational research (Claro et al., 2016). 

Theory-driven analyses, in conjunction with appropriate experimental design methods like 
randomized controlled trials, provide a high degree of evidence for their results because 
relationships between variables are specified without seeing the data – thus avoiding overfitting 
conclusions to data. Data-driven approaches, on the other hand, can be prone to false positive 
results if large numbers of predictor variables are considered, model complexity is not 
sufficiently controlled (Ng, 2004), and cross-validation is not utilized (Picard & Cook, 1984). 
However, data-driven approaches allow discovery and measurement of heterogeneity that 
researchers had not or even could not have hypothesized in advance of data collection. 
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Data-driven discovery does not require defining specific hypotheses; rather, the choice of 
method and data defines a hypothesis space, which the method searches. In this paper, we utilize 
a type of machine learning model that defines a hypothesis space including individual 
moderators and combinations of moderators (see methods below). However, it is worth noting 
that no type of model is better, in general, than any other (known as the “no free lunch” theorem; 
Schaffer, 1994; Wolpert & Macready, 1997). Recent empirical review has shown that in practice 
the implications of the no free lunch theorem are often observed (Christodoulou et al., 2019). 
Moreover, simply because the hypothesis space defined by a method includes non-linear effects 
and complex moderators does not ensure they will be discovered if noise (e.g., measurement 
error) obscures these patterns (Jacobucci & Grimm, 2020). Thus, when answering the research 
questions described below, we also compared linear regression as a simple, well-known point of 
comparison (Appendix B). 

1.4 Research questions 
We expand on previous research by exploring a large number of possible student-level predictors 
(51 in total) gathered during the NSLM experiment, utilizing machine learning methods to 
predict intervention effectiveness on a per-student basis. The machine learning methods we 
employ here have notable advantages over simpler statistical analyses, especially for large 
datasets like the NSLM dataset. Of particular importance, they have the ability to handle 
arbitrarily-complex interactions between predictors, adjustable regularization methods to help 
prevent over-fitting of models, and suitable cross-validation strategies to measure accuracy 
appropriately even when over-fitting may have occurred. Machine learning models have proven 
successful for education-related tasks such as automatic test construction (El-Alfy & Abdel-Aal, 
2008), personalized learning (Hsu et al., 2013; Lin et al., 2013), predicting student outcomes 
(Gray & Perkins, 2019; Lykourentzou et al., 2009), and studying student behaviors (Hew et al., 
2020; Ninaus et al., 2019; Rico-Juan et al., 2019). In this study, we employ a novel approach that 
uses machine learning to discover moderators with complex relationships to heterogeneous 
intervention effects. 

We had two objectives in training machine learning models. First, we sought to enable future 
improvements to the intervention by predicting when it would be less effective for improving 
post-intervention GPA (GPA at the end of the first year of high school). Second, recent advances 
in machine learning interpretability methods allow inspection of complicated models, thereby 
revealing which variables were most predictive. We were thus able to explore detailed predictors 
of intervention effectiveness that have never before been studied in such a large-scale 
randomized controlled trial (over 10,000 students from across the United States) and allow 
arbitrarily complex interactions between predictors (via machine learning methods). This is the 
first study to include procedural predictors such as self-reported distraction during the 
intervention administration, blocked navigation attempts, and others, alongside psychological 
measures of individual student differences. Blocked navigation events were defined as 
attempting to proceed through the intervention without spending at least 5 seconds on each page 
where a long reading was involved, or 10 seconds on each page where an open-ended text 
response was required. No minimum time restrictions were placed on short questions, such as 
those with multiple-choice answers. 
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We utilized the NSLM dataset to explore two research questions, which confirmed previous 
findings in the dataset and uncovered new findings with relevance to practical application of 
growth mindset interventions. Our research questions were: 

RQ1) How do student-level variables predict students’ future GPA in the control condition? By 
answering this question, we can estimate future GPA in absence of a mindset intervention, and 
thus control for this change for students in the intervention condition. 

RQ2) How do student-level variables predict intervention effectiveness (change in GPA due to 
intervention)? In this analysis we explore whether the intervention works equally well for all 
students, and, if not, which student characteristics predict how well the intervention will work. 

2 Material and methods 
We answer the proposed research questions via a secondary analysis of the dataset from the 
National Study of Learning Mindsets, which was a double-blind randomized controlled trial 
testing a computer-administered growth mindset intervention. We registered methods based on 
analysis of a 10% random sample of data2 (i.e., post-registration of methods), and analyses of the 
full dataset followed registered methods with two minor exceptions: 1) we used a slightly 
different machine learning algorithm (based on accuracy in only the initial 10% sample) and 2) 
we did not attempt a second cross-validation scheme described in the registration. The initial 
10% sample was only examined to determine what types of variables were in the dataset 
(especially what types of missing data might occur) and to select the machine learning algorithm 
based on prediction accuracy measured via Pearson’s r. All other analyses were performed after 
registration. Extensive details about the dataset and how it was collected are available in a 
publication from the initial analysis of the dataset (Yeager et al., 2019); in this section we 
summarize only key details relevant to the current analyses. 

2.1 Participants 
Participants were 16,310 students in 9th grade (the first year of high school), at 76 schools across 
the United States. Schools were chosen so that demographics were nationally representative. Of 
the 76 schools, 11 did not report administrative data required for the current analysis (e.g., 
student demographics). In the 65 schools that did report administrative data, students were 43% 
White, 24% Hispanic or Latinx, 11% Black or African American, 4% Asian American, and 18% 
other racial or ethnic groups. A further 3 of the 65 schools did not provide both pre- and post-
experiment student grades for any students. Grades were required to construct the outcome 
measure in this paper, and these schools were therefore removed. Thus, there were 62 schools in 
the final sample. Grades were available for most students in these schools, but not all. There 
were 10,870 students with complete grade data that we analyzed in this study, consisting of 
5,450 in the control condition and 5,420 in the intervention condition. For students who 
participated in the first term of 9th grade, pre-intervention GPA was defined as the mean of core 
course grades including math, English, social studies, and science from 8th grade (the last year of 
middle school) and post-intervention GPA was defined as the mean grades from core courses in 
both terms of 9th grade. For students who participated in the second term of 9th grade, pre-

 
2 Registration: https://osf.io/cg29d 
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intervention GPA was calculated from core courses in the first term of 9th grade and post-
intervention GPA was calculated from the second term of 9th grade. 

2.2 Intervention task 
Students participated in the experiment in two 25-minute sessions, separated in time by one to 
four weeks depending on which school they attended. Both sessions included materials designed 
to encourage a growth mindset for the experimental condition, though different individual 
difference measures were administered at each session. The intervention consisted of messages 
and hypothetical scenarios intended to encourage growth mindset. For example, a message 
delivered to students near the beginning of the intervention read: 

High school is a time when the brain can learn and grow more than almost any 
other time in life. The work you do in high school can actually make your brain 
stronger, and building a stronger brain in high school helps you in life no matter 
what you plan to do. 

In the control condition, students completed a similar computer-administered task, though 
without mention of growth mindset. Instead, students learned about how the brain works. An 
excerpt of material delivered to students near the beginning of the control activity read: 

Many people think the brain is a mystery. They don't know much about what it's 
made of, how it works, or what its different parts do. 

The intervention was developed iteratively in previous work via qualitative and quantitative user-
centered design (Yeager et al., 2016), with multiple rounds of focus groups, refinement, and 
testing. Some of the key features of the intervention included elements designed to 1) relate the 
intervention content specifically to first-year high school students, 2) promote relevance to 
students from community-oriented families and demographic groups, and 3) reinforce students’ 
internalization of growth mindset by having them communicate its importance to a hypothetical 
future student. 

During the intervention (and control) sessions, students completed a variety of individual 
difference measures. These included questions about their expectations for success in math 
during high school (Hulleman & Harackiewicz, 2009), their reasons for learning (Stephens et al., 
2012; Yeager et al., 2014), their level of growth versus fixed mindset (Dweck, 2006), and others. 
The intervention software asked students procedural questions as well, such as whether they 
were distracted during the intervention, if nearby students were working diligently, if there were 
any technical difficulties, and related questions. The software also recorded information about 
students’ interaction with the software, including how long they spent on each activity and how 
many times students’ attempts to navigate within the software were blocked because they 
attempted to proceed too quickly without spending time on the material. 

2.3 Machine learning procedure 
Students activities and responses in the intervention task served as input variables to two 
machine learning models, one for each research question (Figure 1). The primary focus of this 
study is on RQ2: prediction of the intervention’s effect on GPA from student-level variables. 
However, simply predicting change in GPA (i.e., post-experiment GPA – pre-experiment GPA) 
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is not a suitable measure of intervention effect, because student GPAs may change in predictable 
ways even without the intervention. For example, students from low SES families may have a 
more (or less) difficult time transitioning from middle school to high school than their peers; 
thus, if we are interested in the relationship between SES and intervention effectiveness, we 
should first subtract the relationship between SES and GPA that occurs with no intervention. 
Hence, we first trained a model with data from only the control condition (model 1), and 
inspected this model to answer RQ1. Then, we applied model 1 to the intervention condition 
data, predicting how much each student’s GPA in the intervention condition would change if 
they had not been given the intervention. Finally, we subtracted the predicted GPA change from 
the actual GPA change for each student in the intervention condition, yielding the residual GPA 
change due to the intervention after controlling for every predictor. These residual GPA changes 
served as labels (outcomes) to predict in the model for RQ2 (model 2), which was constructed 
and trained with the same procedure as model 1, detailed below. 

 
Figure 1. Overview of the method in this study, illustrating how two machine learning 

models were applied to answer the two research questions in this study. 
 

2.3.1 Data preprocessing 
The intervention software administered a battery of individual difference measures to students in 
both conditions. However, some measures were only provided to students in one condition. For 
example, we initially found the Field-specific Ability Beliefs (FAB) measure (Leslie et al., 2015) 
to be predictive of GPA change in the control condition; however, FAB was not administered in 
the intervention condition, so we removed it to maintain consistency across conditions. For the 
same reason, we removed measures of previous math experience, concerns about math student 
stereotypes, whether students were bored in math, perceptions of math teachers, and previous 
experience with growth mindset. A complete list of the final variables included (51 in total) is 
available in Appendix A. We trained a machine learning model to predict experimental condition 
from the final variables, which yielded non-significant predictive accuracy; this ensures that the 
final variable set did not reveal condition information that might unfairly influence results. 

We also combined multiple variables into one for measures with multiple related questions. For 
example, we averaged two related questions about students’ reasons for learning: whether they 
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learn because they ultimately want to help others, and whether they learn to serve as a role model 
for others (α = .716). In a measure of challenge-seeking behavior, students were asked to create 
their own math worksheet from an array of easy, medium, and difficult exercises. We aggregated 
all of their responses into one variable consisting of the number of difficult minus the number of 
easy exercises they chose. 

Values were missing in some cases, either because students did not respond to a question or 
because administrative data were unavailable. We handled these situations on a per-variable 
basis. For categorical variables, we added an additional category for missing values so that the 
models would be able to learn any important non-response patterns. For continuous and ordinal 
variables, we replaced missing values with the mean of that variable. In the case of ordinal 
variables, the means fell between ordinal ranks, thus effectively serving as a new rank and an 
indicator of missing values if missing-ness was predictive. 

2.3.2 Model training 
We trained gradient boosting tree models via the XGBoost package (T. Chen & Guestrin, 2016) 
in R (R Core Team, 2013); see Appendix B for a comparison to linear regression model 
accuracy. Gradient boosting is a powerful, state-of-the-art method for training models on high-
level variables (structured data) such as the interpretable predictors in this study. Gradient 
boosting is a general framework that can be applied to learn different types of models by 
iteratively adding small sub-models to the overall model, where each new sub-model is 
specifically trained to address existing prediction errors in the previous sub-models. In this study, 
we chose to learn decision trees, which are well-suited to the current data because they allow for 
non-linear relationships, complex interactions between any number of predictors, and arbitrary 
distributions for each variable. 

XGBoost has the capacity to fit decision boundaries as complicated as the training data itself, 
and thus can easily over-fit to training data. Therefore, we utilized leave-one-school-out cross-
validation to evaluate prediction accuracy on held-out data (see Appendix B for a comparison to 
leave-several-schools-out), and tuned regularization hyperparameters to minimize over-fitting. 
Regularization methods constrain model complexity in various ways – for example, by enforcing 
an upper bound on the depth of trees in the model (i.e., degree of interaction) or enforcing a 
lower bound on the size of each leaf in each tree. We tuned hyperparameters including: 

1) Maximum depth allowed for each tree in the model (1, 2, 3, …, 8) 
2) Proportion of instances (rows) randomly sampled to train each tree (.5, .6, .7, …, 1) 
3) Minimum number of instances required in each leaf of each tree (1, 2, 4, 8, …, 128) 
4) Proportion of variables randomly sampled to train each tree (.5, .6, .7, …, 1) 
5) Learning rate (.01, .02, .04, …, .32) 
6) Minimum loss (error) reduction required to split a tree node (0, .01, .02, .04, …, 10.24) 

We tuned hyperparameters with nested cross-validation in the training data only; i.e., we further 
split training data into train and validation subsets, trained models with various hyperparameter 
settings, and chose the best combination based on the validation subset. Given that there were 8 
× 6 × 8 × 6 × 6 × 12 = 1,658,888 possible hyperparameter combinations to test for each of 62 
cross-validation folds (one per school), we could not explore all hyperparameter combinations. 
Instead, we utilized coordinate descent (Wright, 2015). With this approach, we optimized each 
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hyperparameter setting sequentially, in the order given above, iterating through the list of 
hyperparameters five times to allow for dependencies between hyperparameters to be partially 
resolved. However, even with the regularization included in this hyperparameter tuning method, 
findings may be particular to a specific dataset. Hence, we also repeated model 2 training with 
schools randomly divided into two subsamples, and found that results were similar across the 
two subsamples (see Appendix B for details). 

We chose the best result based on lowest root mean squared error (RMSE) as measured via 
nested cross-validation within the training data3. There are many possible hyperparameter 
selection metrics, including combinations of multiple metrics (e.g., there are infinitely many 
variations of F-measure, which combines precision and recall metrics; Powers, 2011). 
Hyperparameter selection is an optimization problem, and thus there is no optimal choice of 
metric (Wolpert & Macready, 1997). However, RMSE is preferred in machine learning models 
of student outcomes (Pelánek, 2015; Sanyal et al., 2020), and since this is the same metric used 
by the model itself, we relied on RMSE. Finally, after selecting these hyperparameters we tuned 
the number of trees learned in the model, from 1 to 500 (based on training data only). 

2.3.3 Model evaluation 
Our research questions concern the variables that predict intervention effect, rather than 
estimation of the intervention effect itself (for which there are several recent machine learning 
methods; Athey & Wager, 2019; H. Chen et al., 2020; Microsoft Research, 2019). Thus, we 
inspected models to determine what they had learned about the relationships between potential 
predictors and GPA change. In particular, we calculated Shapley values for each feature 
(predictor) and instance (student). Shapley values measure the unique contribution of each 
feature toward the prediction of a particular instance (Lundberg & Lee, 2017), given all possible 
combinations of other features. In the regression models trained in this study, Shapley values can 
be easily interpreted as the difference in predicted outcome (i.e., difference in predicted GPA 
change) attributable to a particular feature. Shapley values are relative to the mean prediction, so 
mean Shapley values are always 0, thus limiting the feasibility of Shapley values for exploring 
overall directional effects; we instead examine mean absolute Shapley values as a measure of 
feature importance. Then, graphically examining Shapley values across all instances allows 
interpretation of non-linear effects after controlling for potential non-linear interactions with all 
other features. Shapley values can also be calculated for pairs of variables to assess specific 
interaction effects; however, given the number of variables in this analysis (51) and possible 
interactions of two variables (51 × 50 / 2 = 1,275), we leave this for future work. 

Note that Shapley values are in the same units as the outcome variable; thus, in this paper, 
Shapley values correspond to GPA points. 

 
3 The “best” model chosen according to lowest RMSE does not necessarily have statistically lower RMSE than all 
other models; rather, this is a common heuristic approach to choose a single model from among a set of candidates 
that may (or may not) be functionally equivalent. 



 11 

3 Results 
For each research question, we present model prediction accuracy to determine whether student-
level variables significantly predict outcomes, then interpret models via Shapley values (in GPA 
units), which represent the key results. 

3.1 RQ1: How do student-level variables predict students’ future GPA in the control 
condition? 

Mean GPA change in the control condition was -0.223 (SD = 0.658, n = 5,450), indicating that, 
on average, students in the control condition had lower post-experiment GPAs. 

3.1.1 Model 1 prediction accuracy 
We calculated r for the students in each held-out school during cross-validation. Mean 
correlation between predicted and actual GPA change was r = .327 (p < .001), indicating that 
student-level variables significantly predicted changes in GPA in the control condition. 

After measuring accuracy, we re-trained model 1 on all control condition data so that we could 
examine feature importance and apply the model to students in the experimental condition. We 
calculated aggregate feature importance as the mean of the absolute Shapley values (influence on 
prediction) across instances, given that we were interested in the size of influence rather than 
only influence in a specific direction. Given the large sample size, most variables had 
significantly above-zero influence on predictions; however, most were close to zero. We report 
the ten largest in Table 1; results for all variables are available in Appendix A. 

3.1.2 Model 1 feature analysis 
Results in Table 1 show, perhaps unsurprisingly, that past academic performance was the 
strongest indicator of future academic performance – both in terms of GPA as recorded in 
administrative records and in terms of student self-reports of their typical grades in core classes 
(English, math, and others). Similarly, expectations of future success in math classes indeed 
predicted future success. We graphically explored the relationships between the five most 
important variables and model 1 predictions below (Figure 2) to gather insight into possible 
directionality of effects. We focused only on the top five most important variables for brevity, 
given that the sixth-most important was notably less important (Table 1). In feature importance 
figures, variance in the y direction for a particular value on the x axis indicates an interaction 
with other variables; i.e., for instances with the same value in the x variable the model made 
different predictions based on interactions with one or more additional features. 

Figure 2 (upper left) shows that the relationship between pre-experiment GPA and predicted 
GPA was generally negative. Most notably, students with high pre-experiment GPAs (> 3; n = 
2,630) had little room for improvement, but could regress toward the mean; hence, predictions 
for these students (M = -.181 relative to the mean) tended to be negative compared to their peers 
(M = 0.166, n = 2,820). Figure 2 (upper right) shows an opposite trend for students’ self-reported 
typical grades. Predictions were higher (above zero GPA change) for students who reported 
getting “Mostly A’s” (M = 0.140 relative to the mean, n = 2,112), while predicted GPA change 
was negative for students who reported low grades (M = -0.089, n = 3,340). Similarly, students’ 
expectations for success in high school math were positively related to predicted GPA 
improvement (Figure 2 center left). 
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Analysis of predictions based on SES, as measured by eligibility for free or reduced-price lunch, 
showed higher predicted GPA improvement for students from high SES households (Figure 2 
center right). Most notably, missing/not reported SES status was the most negative indicator of 
GPA change (M = -0.104 relative to the mean, n = 2,010; M = 0.061, n = 3,440 for their peers), 
though the influence on predictions was smaller for these less-important variables (as is apparent 
from the range of the y axis). Gender had relatively little influence on the model (as is apparent 
from the range of the y axis; Figure 2 bottom). 

Table 1. Feature importance (mean absolute Shapley values) for model 1. Means indicate 
the average predicted GPA change attributed to each feature; absolute values are reported 

because Shapley values refer to the difference from the mean prediction (hence mean 
Shapley value is always 0). Higher standard deviations indicate interactions with other 

variables. 

Variable Absolute effect on prediction 
in GPA points 

 M SD 
Pre-experiment GPA 0.184 0.163 
Self-reported typical grades 0.106 0.076 
Free or reduced-price lunch eligibility (SES) 0.072 0.041 
Expectations of success in high school math (time 1) 0.041 0.025 
Gender 0.037 0.013 
Highest level of parental education 0.024 0.018 
Expectations of success in high school math (time 2) 0.024 0.014 
First year freshman 0.022 0.020 
Race/ethnicity 0.021 0.026 
Fixed mindset (time 2) 0.021 0.014 
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Figure 2. Predicted GPA change attributed to the five most important variables in model 1, 

calculated via Shapley feature importance. A value of 0 (dashed line) indicates no 
difference relative to the mean prediction. The range of y-axis values varies considerably 
because some variables were much more important for prediction than others. Note that 
pre-experiment GPA (upper left) can be 0, e.g., for students with failing grades in schools 

with no-retention policies. 
 

3.2 RQ2: How do student-level variables predict intervention effectiveness (change in 
GPA due to intervention)? 

Mean GPA change in the intervention condition was -0.197 (SD = 0.674, n = 5,420), indicating 
that students’ GPAs decreased, on average, as was the case in the control condition (M = -0.223, 
SD = 0.658). However, the difference between GPA change in control and intervention 
conditions (0.026 GPA points; d = 0.039) was significant (p = .041), indicating that the 
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intervention had a positive effect on GPA; for similar results focused on previously low-
achieving students in the NSLM dataset, see Yeager et al., (2019). The small magnitude of the 
mean intervention effect on GPA is unsurprising given that the intervention was brief and was 
expected to benefit previously low-achieving students more than their peers. However, it serves 
to contextualize the findings here, since even small differences in intervention effect based on 
student-level variables may be large in terms of the overall intervention effectiveness. 

We applied model 1 to the intervention condition to control for overall expected GPA change 
and GPA change related to individual differences. Mean predicted GPA in the intervention 
condition differed from actual GPA in the control condition by just 0.002, indicating that model 
1 predicted similar GPAs for the intervention condition. The difference was not significant (p = 
.873). 

Residual difference between model 1’s predicted GPA and actual GPA in the intervention 
condition was small (M = 0.025, SD = 0.674), as expected since the difference between 
conditions was small. However, even a small beneficial effect is valuable, given the brief nature 
of the intervention (50 minutes total). Moreover, variance suggests that there may be situations in 
which the intervention had a notably larger or smaller effect. Thus, we trained model 2 to predict 
these residuals attributable to the intervention. 

3.2.1 Model 2 prediction accuracy 
As in model 1 analysis, we calculated r from held-out predictions during cross-validation for 
model 2. Mean r was small (.094) but significantly above chance (p < .001), indicating that the 
variables considered in this study predicted intervention efficacy even after controlling for their 
relationships to GPA in the control condition. Accuracy was low, which is expected given that 
the variables in this dataset explained only R2 = .3272 = 10.7% of variance in model 1, and model 
2 is based on predictions from model 1. 

3.2.2 Model 2 feature analysis 
Shapley feature importance values in model 2 refer to the predicted change in GPA relative to 
expectations from the control condition (i.e., from model 1). Feature importance values for 
model 2 were smaller than those for model 1, since the mean of labels was closer to 0 and feature 
importance values are on the same scale as the labels. Feature importance results in Table 2 
indicate that pre-experiment GPA was the most important predictor of the intervention effect (M 
= 0.037, SD = 0.028), despite controlling for overall relationships between past GPA and future 
GPA effects by applying model 1. This indicates that GPA was important for predicting the 
intervention effect itself. Also important was the count of blocked navigation events (M = 0.019, 
SD = 0.036), which are events where students attempted to proceed through the intervention 
software without answering required questions or without spending sufficient time reviewing 
intervention materials. The reason for learning variable (M = 0.012, SD = 0.007) refers to an 
individual difference measure of extrinsic purpose for learning (see Section 2.3.1). Student 
race/ethnicity (M = 0.012, SD = 0.005) was also among the most important variables. Previous 
research has also examined pre-intervention mindset (fixed vs. growth) as a moderator of 
intervention effect (Yeager et al., 2016); here, we found that it was not an important predictor (M 
= 0.002, SD = 0.002; see Table A1 in Appendix A), even though the intervention did produce a 
significant reduction in fixed mindset (d = -0.223, p < .001). 
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We explored non-linear feature importance effects, as for model 1, by comparing the effect each 
feature had on model 2 predictions across all students. For model 2, we examined only the top 
four most important features, given the notably smaller mean importance for the fifth-most 
important (Table 2). Figure 3 (upper left) shows the relationship between pre-experiment GPA 
and predicted intervention effect, highlighting that the predicted intervention effectiveness was 
higher for lower-GPA students, and was negative for higher-GPA students. Additionally, 
predictions varied more for lower-GPA students, indicating a greater degree of interaction with 
other variables. 

The count of blocked navigation events shows a clear negative relationship with predicted 
intervention effect (Figure 3 upper right). There were few students (4.4% of intervention 
students, n = 238) who attempted a large number of blocked navigation events; however, for 
those who did, the predicted intervention effect was -0.185 GPA points relative to the mean. For 
their peers (95.6% of students, n = 5,187), predicted intervention effect was 0.008 GPA points 
above the mean. 

Reason for learning had little effect on predictions. However, Figure 3 (lower left) shows that 
variance on the y axis was larger for high values (i.e., when reason for learning was focused on 
being a role model and helping others) and low values than for intermediate values, which 
indicates interactions with other features for the high and low values of reason for learning. 
Race/ethnicity had similarly small effects, though what effect exists suggest that predictions 
were highest for White students (M = 0.011 relative to the mean, n = 2390), and lowest (M = -
0.022, n = 730) for Black/African American students (Figure 3, lower right). 

Table 2. Mean absolute Shapley feature importance values for model 2 (predicting 
intervention effect). Time 1 and 2 refers to the first or second intervention session. Higher 

standard deviations indicate interactions with other variables. 
Variable Absolute effect on prediction 
 M SD 
Pre-experiment GPA 0.037 0.028 
Blocked navigation count 0.019 0.036 
Reason for learning 0.012 0.007 
Race/ethnicity 0.012 0.005 
Expectations of success in high school math (time 2) 0.008 0.006 
Distraction during intervention (time 1) 0.008 0.003 
Self-reported typical grades 0.007 0.011 
School culture regarding effort in classes 0.007 0.008 
Other students worked quietly on the intervention (time 1) 0.007 0.011 
Math teacher is respectful 0.007 0.009 
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Figure 3. Shapley feature importance values for the four most important variables in model 

2. Most notably, the blocked navigation count (upper right) had a large effect on model 
predictions for students who experienced many such events. 

4 Discussion 
In this study, we were interested in discovering possible indicators of when the NSLM 
intervention would work, including as many predictive variables as possible to identify 
indicators that have not been previously explored. We utilized machine learning methods to 
account for complex variable interactions and to perform automatic feature selection, and 
measure the importance of features to ascertain relationships between variables and predictions. 
In this section we discuss our main findings from these analyses, implications of these findings, 
and possibilities for future work. 

4.1 Main findings 
Our first research question focused on using feature importance analysis to discover what 
student-level characteristics predict grade point average (GPA) during the transition from middle 
school to high school. Given that students with high GPAs have comparatively little room for 
improvement, we expected that prior GPA would predict whether or not student GPA would 
improve in the control condition. This was indeed the case. In general, GPA decreased as 
students transitioned to high school, and students with higher GPAs (and little room to improve) 
were predicted to experience the largest GPA decreases. Related backfire effects were previously 
observed for students in high-achieving schools (Yeager et al., 2019). However, students’ self-
reported grades showed the opposite trend, and closely matched their expectations of success. 
This contrast between the effects of GPA and self-perceptions of grades suggests possible 
differences in students’ metacognitive assessments of knowledge, where some students’ self-
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perceptions of knowledge may be negatively related to their actual knowledge (Pennycook et al., 
2017). 

We also expected demographic differences in both predicted GPA change (research question 
1/model 1) and predicted intervention effect (research question 2/model 2), given previous 
research on race, ethnicity, gender identity, SES, and other demographic factors (Akos & 
Galassi, 2004; Benner, 2011; Benner & Graham, 2009; Bian et al., 2018; Claro et al., 2016). In 
our results, SES and gender effects were notable for model 1 predictions, and race/ethnicity was 
for model 2. Directionality of these effects largely matches those in previous research, though the 
effect of SES in model 1 is notable. In particular, students for whom free/reduced-price lunch 
eligibility information was not available were predicted as having more negative GPA change 
than the other groups. This may be a function of systematic differences between schools, though 
it is unclear without additional data about those schools. Perhaps most importantly, demographic 
variables were not particularly strong predictors of intervention effectiveness according to model 
2, compared to pre-experiment GPA and the blocked navigation count procedural measure. 

Finally, feature importance analysis showed that fixed vs. growth mindset was one of the ten 
most important predictors in model 1 (Table 1), but not for model 2 (Table 2). In model 2, fixed 
mindset pre- and post-intervention were the 26th and 16th most important predictors (Table A1 in 
Appendix A), indicating that mindset and change in mindset (which a machine learning model 
could derive from the two timepoints) were not driving most of the change seen in students’ 
GPA. This is despite the fact that the intervention reduced fixed mindset, as expected. Other 
factors, such as prior GPA and distractions encountered during the intervention were more 
crucial for predicting how much students’ GPAs would change due to the intervention. This is in 
contrast to the simpler hypothesis that prior fixed mindset is a key moderator (Yeager et al., 
2016), but in accord with work suggesting the effects are moderated by many factors (Chao et 
al., 2017) and that non-mindset constructs like effort encouragement may drive intervention 
efficacy (Li & Bates, 2019). In sum, these findings highlight the complexity of mindset 
interventions and the difficulty of attributing overall intervention results to specific constructs in 
the presence of many confounding variables.  

4.2 Implications for computer-administrated learning mindset interventions 
Our analyses focus primarily on the effects of input variables on model predictions, rather than 
model accuracy. If prediction accuracy for model 2 was nearly perfect, the model could, in 
theory, be applied at the individual student level to identify those for whom the intervention 
would provide no benefit, and thus avoid wasting student time and computing resources on the 
intervention. In practice, however, prediction accuracy was low (r = .094, p < .001), which is 
expected given the inherent difficulty of predicting a small intervention effect (d = 0.039, p = 
.041). Although small intervention effects are expected in large-scale educational research 
(Kraft, 2020), low prediction accuracy is still a large limitation since it indicates there is 
significant unexplained variance accounted for by unobserved variables (e.g., emotions, 
metacognition, life events). 

However, there are implications that can be drawn from model 2 (though note that implications 
are limited to this specific intervention, which encourages multiple changes including adopting a 
growth mindset and appropriate strategies; see Introduction). First, the intervention appeared, in 
general, to be more effective for lower-achieving students, which aligns with previous work 
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based on other methods and datasets (Sisk et al., 2018; Yeager et al., 2019). Thus, if a growth 
mindset intervention is to be targeted to a specific population, the best target is likely students 
with lower prior academic achievement. Second, demographic variables were not especially 
important for model 2 predictions. Notably, the strongest demographic predictor (race/ethnicity) 
influenced predictions less than 0.022 GPA points in either direction for each group. Thus, 
model 2 suggests that the intervention worked (if not necessarily equally well) across 
demographic groups. Third, the count of blocked navigation attempts was a predictor of 
ineffective interventions for some students. Few students experienced many blocked navigation 
attempts (4.4%), though predicted intervention effect was notably lower for those students (-
0.185 GPA points relative to the mean; 0.008 for their peers). This result is especially crucial for 
administering computer-based mindset interventions, and merits future work with these students 
to discover their reasons for encountering blocked navigation attempts, and to develop methods 
that are more suited to their particular needs. For example, students may have encountered 
blocked navigation attempts because of instructions they found unclear, in which case 
instructions could be clarified or customized for those students. Alternatively, students may have 
attempted to rush through the intervention out of a dislike for extended computer-based 
interventions, in which case more research is needed to determine how to improve the 
intervention software (or avoid it altogether for some students). Interventions may also benefit 
from increased teacher involvement if administered in classroom environments, specifically for 
the purpose of encouraging students to remain engaged with the intervention task. 

Our findings also highlight the importance of selecting an appropriate imputation method for 
missing data when analyzing the intervention results. In particular, adding a unique category for 
missing data was key to the predictive value of the SES proxy variable (eligibility for 
free/reduced-price lunch). Strategies such as replacement with the mode or averaging across 
multiple branches of decision trees would diminish this effect. 

4.3 Limitations and future work 
There are a few limitations of the analyses in this paper that should be addressed in future work. 
First, the intervention effect (outcome) we focused on was limited to change in GPA. However, 
there may be other effects. For example, adopting a growth mindset may encourage students to 
seek more challenging coursework in the future (Yeager et al., 2019), thereby promoting learning 
but not necessarily improving GPA. Our analyses could be repeated in future work with 
alternative outcomes, such as future course-taking behaviors. 

Second, the analysis of features in both machine learning models is exploratory in nature. While 
analyses were registered, specific hypotheses could not be registered in advance, thus limiting 
the utility of registration for avoiding false positive findings. It is possible that there are multiple 
explanations for the predictive patterns found by the models (e.g., noise), since accuracy was far 
from perfect. However, given that we employed multiple forms of regularization tuned via 
nested cross-validation, trained on a nationally-representative dataset, and found effects in line 
with previous research on the NSLM dataset, it appears likely that patterns captured by the 
models are not spurious. Future confirmatory analysis (rather than data-driven discovery) is 
especially needed to systematically explore the connection between blocked navigation events 
and lower predicted intervention effectiveness, since this is a novel finding with implications for 
computer-administered mindset interventions. 
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Third, this study focused on individual student-level predictors of intervention effectiveness. The 
Shapley feature analysis method we applied accounted for interactions between multiple 
variables, but did not provide insight into what those interactions were. Interpretability of 
Shapley analyses is also limited to graphical interpretation, given that effects can be non-linear 
and lack clear directionality. Moreover, there may be school-level predictors (context variables) 
that contribute to explaining variance in intervention effectiveness. For example, student-to-
teacher ratio may relate to how much support students receive when they most need it, and 
race/ethnicity could be more important in some schools than other (e.g., when a student is a 
member of a minority group consisting of 2% of the student body versus 25% of the student 
body). Future work may thus offer additional insights by focusing on school-level predictors and 
theoretically-motivated interactions between predictors. However, context variables introduce 
multiple levels of dependency (school, teacher, and student), which machine learning methods 
are typically not equipped to recognize. Approaches like boosting may be required to avoid 
overfitting (Freund & Schapire, 1997); for example, a model might be trained first on school-
level context variables, since there are relatively few schools (compared to teachers or students), 
then a second model could be trained on teacher-level context variables, followed by a student-
level model. 

Finally, the NSLM study included many measures that may not be part of intervention 
implementations in practice, and, as noted in Section 2.3.1, not all measures were administered 
to all students in both conditions. Future work is thus needed to determine whether measures 
included in the intervention software for research purposes contribute to intervention effects, 
given that these surveys may be absent in future implementations of the software. 

4.4 Concluding remarks 
Computer-administered growth mindset interventions can be beneficial for learning, as results 
have shown. However, not every student benefits. It is important to understand which students 
and groups of students benefit, to avoid inequitable outcomes and enable more judicious use of 
resources. Thus, in this study we considered a large number of possible predictors of intervention 
effectiveness and found that having a need for intervention (i.e., lower GPA) is important, but 
also that the mindset intervention was – unsurprisingly – ineffective when students experienced 
frequent navigation issues while interacting with the intervention software. Our findings will 
influence future research on procedural features, like blocked navigation attempts, during 
computer-administered mindset interventions. 
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Appendix A: Feature importance for all variables 
In this appendix we provide a complete list of feature importance values. This also serves as a 
list of all variables included in the models. 

Table A1. Feature importance (mean absolute Shapley value) for all variables included in 
models 1 and 2. Variables are shown in decreasing order of model 2 feature importance. 

Most variables were obtained via student survey, and are thus self-reports. 
Variable Absolute effect on prediction 
 Model 1 Model 2 

 M SD M SD 
Pre-experiment GPA 0.184 0.163 0.037 0.028 
Blocked navigation count 0.016 0.010 0.019 0.036 
Race/ethnicity 0.021 0.026 0.012 0.005 
Reason for learning 0.005 0.005 0.012 0.007 
Expectations of success in high school math (time 2) 0.041 0.025 0.008 0.006 
Distraction during intervention (time 1) 0.002 0.004 0.008 0.003 
Self-reported typical grades 0.106 0.076 0.007 0.011 
School culture regarding effort in classes 0.010 0.014 0.007 0.008 
Other students worked quietly on the intervention (time 1) 0.006 0.005 0.007 0.011 
Math teacher is respectful 0.002 0.002 0.007 0.009 
Stress 0.018 0.013 0.006 0.002 
Math interest 0.004 0.004 0.006 0.002 
Highest level of parental education 0.024 0.018 0.005 0.005 
Other students worked quietly on the intervention (time 2) 0.005 0.004 0.005 0.009 
Teachers are respectful 0.003 0.004 0.005 0.006 
Fixed mindset (time 2) 0.021 0.014 0.004 0.002 
Math teacher explains importance of content 0.014 0.015 0.004 0.003 
Challenge-seeking in math 0.004 0.002 0.004 0.002 
Stress about high school classes 0.003 0.003 0.004 0.002 
Math class is busy/efficient (time 2) 0.003 0.003 0.004 0.002 
Math anxiety 0.013 0.009 0.003 0.003 
Hard vs. easy exercises chosen on a worksheet 0.006 0.009 0.003 0.002 
Technical difficulties during intervention (time 2) 0.002 0.003 0.003 0.005 
Expectations of success in high school math (time 1) 0.024 0.014 0.002 0.003 
International baccalaureate/gifted and talented 0.017 0.013 0.002 0.001 
Fixed mindset (time 1) 0.012 0.011 0.002 0.002 
Understanding what makes life meaningful 0.006 0.007 0.002 0.002 
Math teacher explains things clearly 0.005 0.007 0.002 0.001 
Sense of belonging in high school 0.003 0.004 0.002 0.001 
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Goal is to avoid looking dumb in classes 0.003 0.003 0.002 0.002 
Free or reduced-price lunch eligibility 0.072 0.041 0.001 0.000 
Gender 0.037 0.013 0.001 0.001 
First year freshman 0.022 0.020 0.001 0.000 
Special education status 0.015 0.012 0.001 0.001 
Teachers are fair 0.013 0.009 0.001 0.001 
Distraction during intervention (time 2) 0.011 0.013 0.001 0.001 
Effort in school is seen as not cool 0.009 0.007 0.001 0.001 
Student behavior is out of control in math class 0.006 0.006 0.001 0.001 
Working hard in school feels meaningful 0.006 0.004 0.001 0.001 
Technical difficulties during intervention (time 1) 0.005 0.007 0.001 0.001 
Bad math grades attributed to low math ability 0.004 0.007 0.001 0.001 
Trust in math teacher (time 1) 0.003 0.004 0.001 0.001 
Trying really hard implies lack of skill 0.002 0.003 0.001 0.001 
Trust in math teacher (time 2) 0.002 0.002 0.001 0.001 
Math class is busy/efficient (time 1) 0.001 0.002 0.001 0.001 
English language learner 0.009 0.008 0.000 0.000 
Audio was on during intervention 0.009 0.004 0.000 0.000 
School is safe 0.009 0.009 0.000 0.000 
Math teacher explains things multiple ways 0.002 0.003 0.000 0.001 
Math teacher believes everyone can be good at math 0.001 0.002 0.000 0.000 
One racial group is not more important to my identity than 
another 0.000 0.001 0.000 0.000 
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Appendix B: Comparisons of models and cross-
validation strategies 

In this appendix we compare several of the key analysis choices made in this paper to 
alternatives. 

First, we compared accuracy of model 1 and model 2 when using a linear regression model 
instead of an XGBoost model. For model 1, linear regression yielded r = .295 (mean across all 
cross-validation folds), versus r = .327 for XGBoost. For model 2, linear regression yielded r = 
.065, versus r = .094 for XGBoost. These results indicate that XGBoost captured between 
predictor and outcome variables slightly more effectively, but that the advantages gained by non-
linearity and complex moderators was small. This aligns with the XGBoost feature important 
graphs, which show that there were some non-linear relationships and some interactions between 
variables, but for the majority of students a linear relationship was a close approximation. 

Second, we compared the accuracy of model 1 without adjusting regularization hyperparameters. 
Model accuracy was lower (r = .239 versus .327) and accuracy on training data (i.e., without 
cross-validation) was r = .999. These results indicate that the model was severely over-fit, and 
highlighting the necessity of regularization. 

Third, we computed the accuracy of model 1 and 2 (both XGBoost) while varying the number of 
schools in the training data using a leave-several-schools-out cross-validation approach. In the 
leave-several-schools-out approach we randomly selected from 1 to 50 schools to use as training 
data, and tested on the rest. We repeated the process 10 times for each number of randomly-
selected schools and averaged the accuracies. This analysis is in contrast to the leave-one-school-
out approach, where 61 of 62 schools were used for training. Results in Figure B1 below indicate 
that reducing the size of the training data reduced accuracy. Models have not reached a clear 
plateau, and it is possible that additional data collection might further improve accuracy. One 
possible explanation is that the search space of possible non-linear and complex relationships 
between variables is quite large, and a correspondingly large amount of data is required for 
machine learning approaches to successfully uncover these relationships. 

Fourth, we repeated analysis of model 2 twice with a split sample (31 schools randomly selected 
for each half of the data). This analysis was intended to explore the stability of model 2 across 
data subsamples, given that effect sizes were small for model 2. We computed feature 
importance values for each split subsample and correlated them to determine how consisted the 
patterns learned by model 2 were. Feature importance values correlated r = .575, indicating 
substantial (though not total) replication across subsamples. 
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Figure B1. Model accuracy as a function of training data size for model 1 (left) and model 2 

(right). 
 


