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Investigating Perception of Gender Stereotypes in Large Language Models: A
Computational Grounded Theory Approach
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Artificial Intelligence has expanded its influence far beyond traditional boundaries in our society. One prominent application of
artificial intelligence is the use of large language models, which have transcended their initial roles in high-tech industries and
academic research and are now actively utilized by individual users. These models have continually improved over the years in their
generative capabilities and performance across numerous tasks. However, they still pose a persistent risk of reproducing biases and
stereotypes. Previous research has predominantly focused on quantitatively measuring biases in these large language models. In this
study, we seek to assess not just the presence of bias itself, but the perception of stereotypes by these models via in-depth exploration
of their responses. We demonstrate how the computational grounded theory framework, which integrates qualitative and quantitative
approaches, can be applied in this context to assess the conceptualization of stereotypes. Furthermore, we contrast language model
results with a survey of 400 human participants who also completed similar prompts as the model in order to understand people’s
perception of gender stereotypes. The results indicate substantial similarities between language model and human perceptions of
stereotypes, highlighting that a model’s perception stems from societal perception of stereotypes.
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1 Introduction

Large language models (LLMs) are artificial intelligence models designed to process and generate a wide range of text
content, such as human-like language [19] and computer code [79]. They use deep learning models, such as transformer
architectures [83], to process and generate text. These models are trained on massive datasets, containing billions of
sentences, to learn grammar, context, and semantic relationships. The size of these models is characterized by the
number of trainable parameters they possess, often ranging from hundreds of millions to tens of billions [7, 25, 78, 83].
LLMs have various applications, including machine translation [41], text summarization [14], and chatbots [45].

Authors’ Contact Information: Rohan Charudatt Salvi, rcsalvi2@uic.edu, Department of Computer Science, University of Illinois Chicago, Chicago, Illinois,
USA; Nigel Bosch, pnb@illinois.edu, School of Information Sciences and Department of Educational Psychology, University of Illinois Urbana–Champaign,
Champaign, Illinois, USA.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
Manuscript submitted to ACM

Manuscript submitted to ACM 1

https://doi.org/10.1145/3737882


53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

2 Salvi and Bosch

While useful, however, large language models can develop biases across different categories due to their training data
reflecting societal prejudices [6, 10, 13, 17]. These biases encompass socio-cultural factors like race, gender, religion,
and nationality, potentially perpetuating stereotypes [13, 15, 17, 48, 58]. Gender bias has been shown quite evident, for
example, as these models tend to reinforce traditional role associations with gender [59, 62]. Additionally, these models
may produce ethically questionable outputs, including promoting violence or hate speech [35]. The utilization of large
language models imbued with biases can yield various societal consequences, warranting careful consideration [22].
The consequences include, for example, biased outputs perpetuating false narratives and deepening the dissemination
of misleading content [38]. The unintended generation of discriminatory outcomes in domains such as hiring [22],
medicine [64], content moderation [81], and customer service, may reinforce systemic prejudices and yield unfair
treatment. Such instances will eventually erode public faith and trust in AI and machine learning systems, potentially
hampering their adoption in various spheres. Efforts to tackle these biases involve employing diverse, carefully curated
data, incorporating fairness measures during training, and applying bias mitigation techniques [52, 62]. However, fully
eradicating biases remains challenging, representing an ongoing focus of research in natural language processing.

In this study, we investigate how LLMs perceive stereotypes, focusing specifically on gender-based stereotypes as a
common example. We examine it through two key research questions. First, how do LLMs perceive gender stereotypes?
Second, do these perceptions align with human perceptions? We utilized open-ended text generation, followed by text
analysis as an approach to analyze how models perceive these gender-based stereotypes. This approach is novel with
respect to prior research using related methodologies (e.g., [17, 26, 55, 73]) because (1) we focus specifically on the
perceptions of stereotypes as opposed to their propagation, yielding different insights, and because (2) we demonstrate a
means to use computational grounded theory [63], a methodology leveraging both large-scale quantitative analysis
and fine-grained qualitative analysis. In this study, we highlight the significance of this methodology, as it effectively
balances human interpretation through qualitative assessments with the support of computational capabilities. We
believe this balance is essential given the diverse nature of stereotypes across different societies and perspectives, which
may be more suitably identified by a somewhat open-ended approach. Finally, we conducted a survey to gauge people’s
perceptions of gender stereotypes and compared them to the model’s perceptions as a means of validating findings and
generalizing them from one LLM (where it is possible they are idiosyncratic) to a broader context (where many LLMs
share the perceptions of people who wrote the text on which they were trained). As the use of LLMs across various
domains and applications grow researchers will need to develop approaches beyond quantitative analysis that also
involves having humans qualitatively assessing the outputs. Thus in future such CGT-based approach can be employed
as a comprehensive mixed approach for LLM generated text.

2 Quantitative Approaches to Assessing LLM Bias

Language models have always suffered from biases, like essentially any other machine learning model [56]. Word
embeddings, representations that encode semantic relationships between words as numeric vectors, can capture gender
biases if they are developed using a corpus containing such biases [13]. With the introduction of transformer-based
architectures [83], the language generation capabilities of these models have improved significantly [19]. Transformers
are advanced neural network architectures that utilize self-attention mechanisms to process sequences of data, such as
text, in parallel. This allows them to exploit the context and relationships within the data, leading to more accurate and
coherent text generation. However, they require huge datasets for training [74]. The training data is typically collected
from text on the web, which is prone to containing stereotypical text [23]; thus, during training, a model can encode
stereotypes—as well as, perhaps, perceptions about stereotypes themselves, as studied in this paper. Researchers have
Manuscript submitted to ACM
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studied what different types of biases exist in these models. Bias against Muslims has been observed in LLMs, especially
GPT-3 [1]. Gender stereotypes in LLMs have also been identified [73], as well as racial bias in models [57]. Other studies
have highlighted bias due to language dialect [12], disability [43], and sexual orientation [29].

Various approaches have been suggested to identify and measure bias in language models [31]. As stated by [59] “In
order to assess the adverse effects of these models, it is important to quantify the bias captured in them.” The methods
to quantify biases broadly fall into two categories [55].

2.1 Predefined Stereotype-associated Tasks using Datasets

In this approach, researchers curate several sentences or prompts associated with the bias they want to measure. The
datasets have a task associated with sentences (e.g. selecting pronouns for text prompts around a given occupation),
and the model is judged based on its performance on the task. “Performance” in this case is usually a measure of
probability for the model’s inclination toward stereotypical and less stereotypical responses. Stereoset, a large-scale
natural dataset in English to measure stereotypical biases of four types: gender, profession, race, and religion [59].
WinoBias andWinoGender [69, 87] are perhaps the most widely used datasets developed to capture gender bias in LLMs.
Another dataset, CrownS-Pairs, was proposed to capture bias across nine dimensions, such as race, religion, and age [60].
CrownS-Pairs data focus on stereotypes about historically disadvantaged groups and contrasts them with advantaged
groups. Recently, new datasets have been released following a similar methodology but extending to different languages
such as Japanese and Russian [47] and measuring biases against other minority groups, such as LGBTQ+ individuals
through theWinoQueer dataset [29].

2.2 Language Generation and Analysis

Another popular approach to measure bias is allowing the model to freely generate text given some prompts and then
analyze the generated text [73]. Similar to the previous approach, numerous prompts are designed by the researchers
related to the demographic group for which they wish to assess the bias. Following generation, researchers subsequently
perform various automatic analyzes to investigate the properties of generated samples. Properties of interest could be
sentiment or toxicity, for instance; analyzing sentiment reveals if certain groups are consistently discussed in more
negative or positive tones [73], while assessing toxicity can show if some groups are more frequently associated with
harmful or offensive content [1]. By examining these factors across various groups, it becomes possible to identify
and quantify biases. Both of these properties can be analyzed using off-the-shelf rule-based tools, individually trained
transformer-based classification models, or publicly available inference APIs [26, 35, 73]. Beyond this, named entity
recognition pipelines have been used to detect the mention of specific occupations [48].

Recent studies have provided highly relevant criticism for both approaches. It was highlighted that benchmark
datasets lack a clear definition of what is being measured and suffer from several conceptual and operational pitfalls,
such as inconsistencies in the anti-stereotype being a negation, contrastive factual, or an irrelevant statement, and names
being employed in place of the group name in sentence pairs, respectively [11]. Prior work has shown that measuring bias
through text completion with prompts is prone to yielding contradictory results under different experimental settings
[2]. Another study investigates how gender bias is measured using various extrinsic metrics and also demonstrates how
a dataset such as Winobias [87] can be coupled with different metrics [65]. Finally, they examine how the selection of
the dataset and its makeup, along with the choice of the metric, impact the measurement of bias, revealing notable
differences within each aspect. These findings have spurred increasing interest in discovering innovative and more
effective methods to assess bias without encountering the limitations currently observed; for example, one approach
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4 Salvi and Bosch

proposes to quantify stereotype biases by measuring the probability of demography based on the stereotype, such as
measuring the probability of pronouns given the profession of the person is nurse, as opposed to what the Steroset
dataset does [59], which measures the probability associated with only one word representing a demographic such as
“he”, “she”, and “they”, to reduce the effect of the noise [55]. Two new measures for gender biases were proposed to
facilitate a more refined understanding of gender bias, by identifying both the unequal preference for male or female
pronouns and the reinforcement of gender stereotypes in different professions [24].

In sum, quantitative measures have been well studied and do provide some insights into biases present in LLMs.
However, there are limitations to purely quantitative approaches, some of which may be addressed by qualitative
methods, as discussed next.

3 Qualitative Approaches for In-depth Examination of Text

Qualitative methodologies provide many approaches to gain insights from data via human interpretation of low-
level data such as video, text, and observation [75]. Qualitative methods may thus address some of the limitations of
quantitative measures stemming from the higher-level, aggregate nature of most quantitative analyzes. Quantitative
approaches for studying LLMs in particular often focus on predefined constructs such as sentiment [73] or toxicity [35].
Conversely, certain qualitative approaches, such as open coding [72], content analysis [49], and grounded theory [37],
are designed to discover what constructs are apparent in a bottom-up fashion informed by both data and researcher
knowledge.

Grounded theory, in particular, is one of the most widely used qualitative methodologies [37]. Grounded theory
focuses on developing theories through a systematic and iterative process of data collection, coding, and analysis.
Researchers using grounded theory engage in constant comparative analysis, where they continually contrast new data
with previously collected data and emerging concepts, allowing theories to evolve and emerge naturally. This approach
is particularly useful for exploring complex and dynamic social phenomena [20], since it emphasizes understanding the
perspectives and experiences of individuals within their social context. Grounded theory has been widely adopted across
various disciplines, providing a robust framework for generating novel insights and contributing to the development
of new theoretical perspectives. However, [63] highlighted challenges with grounded theory such as that it involves
researchers making subjective decisions as they code and analyze data, hence infusing their own personal inclinations
and traits into the analysis [70]. These biases infused in turn make the process of validating and replicating the studies
challenging [8]. Moreover, grounded theory faces limitations in dealing with large-scale data sets, particularly in the
context of unstructured social data [4].

Content analysis is one common approach to employ grounded theory with textual data [49]. Content analysis is a
pivotal method within qualitative research, frequently employed with versatile data (e.g., text, visual, audio) in fields
such as media and political sociology [28, 30]. There are three main approaches to content analysis: empirical, emergent
coding/grounded theory, and theoretical [77]. The grounded theory approach allows “an analysis without a particular
theory in the first place, but then use the data under investigation to develop a theory. This theory is then applied to the
subsequent data” [77]. The process involves meticulously reading through the data, systematically coding it to assign
labels or categories to specific elements [49, 70], and subsequently delving into the analysis of the coded text to unveil
patterns, connections, and disparities that reside within texts [28, 30]. By deciphering these patterns, researchers can
uncover trends, and recurring themes to provide insights such as understanding the impact of educational policies on
the mission statements of schools [5].
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The drawback, however, is the time-intensive nature of such analyzes, particularly in problems such as the analysis
of LLMs where the amount of data that could be analyzed is essentially unlimited. An alternative approach to purely
qualitative research is to apply qualitative methods in only a subset of cases identified via quantitative methods. These
techniques range from basic calculations of word or phrase frequency to more complex strategies such as supervised
and unsupervised machine learning algorithms [44, 71]. Additionally, the quantitative techniques may incorporate
natural language processing mechanisms that consider the structure of language and relationships between words
during computations [27]. Similar to any scientific approach, the selection of text analysis method should align with
the research question and the available dataset [42]. Fortunately, the wide range of technical options allows for careful
application across various research questions, effectively utilizing different data types to offer insightful solutions
to a variety of inquiries [27, 44, 71]. For instance, a qualitative approach has been used to examine gender biases
in LLM-generated texts, focusing on stylistic and lexical differences informed by social science findings on gender
communication [84]. Similarly, nationality biases have been explored through sensitivity analysis to assess how factors
like economic status and internet usage affect sentiment in generated content [61]. While much of the existing work
in LLM research has focused on identifying hallucinations or employing LLM primarily for qualitative analyses, the
qualitative analysis of LLM-generated text for bias and stereotypes is still an emerging field that will likely expand
as LLM usage grows across different domains. These studies underscore the necessity of a mixed-methods strategy,
blending qualitative insights with quantitative accuracy to thoroughly explore the complex dynamics of language model
outputs.

In this paper, we focus in particular on computational grounded theory (CGT), discussed next.

3.1 Computational Grounded Theory

To address the inherent challenges of subjective judgment and limited scalability associated with grounded theory, an
innovative three-step methodology known as CGT was introduced [63]. This approach effectively combines human
expertise with computational techniques, especially machine learning, to enhance the content analysis process. The
CGT framework strikes a balance between interpretive and computational elements, thereby mitigating the constraints
associated with each, facilitating both meaningful interpretation and large-scale analysis.

The three-step CGT methodology entails the initial step of pattern detection and refinement, where computational
techniques are employed to extract and explore text patterns through the list of frequent words or topics, word networks,
or other quantitative measures. Subsequently, CGT involves a stage of deep reading and interpretation, allowing for
the identification of meaningful patterns. In the final step, computational methods are utilized to validate the patterns
that have been identified across a large dataset. Researchers can delineate the data analysis procedures, computational
tools, and models employed at each step and any criteria for data manipulation. Through this, researchers not only add
transparency to the research but enable others to replicate studies with identical datasets and computational strategies.
Moreover, CGT leverages automation to make it scalable and thus well-suited for exploring “big data” applications.
Hence, this systematic approach “brings inductive content analysis closer to the validity, reliability, reproducibility, and
scalability necessary for scientific research”[63].

Like traditional grounded theory, CGT focuses on the importance of staying grounded in the data, where analysis
can be directly linked to the textual evidence. Both methodologies advocate for an iterative process where the findings
are continually refined and hypotheses are developed based on new data they uncover [37, 63]. This iterative process
ensures that both methodologies adapt and evolve as new insights are gained. Additionally, both methods prioritize a
deep understanding of the data, with CGT employing computational tools to process data and complement grounded
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6 Salvi and Bosch

theory’s thorough, deep approach. However, traditional grounded theory does not scale well to large datasets, which
limits its applicability in contexts where researchers have access to vast amounts of unstructured social data. Therefore,
an advantage of CGT is its ability to facilitate an in-depth examination of content, effectively considering both the
quality and quantity of data. Moreover, unlike grounded theory, CGT does not use fixed coding schemes. Instead, it
uses flexible, high-level coding that starts with computational methods for initial categorization and is later refined
manually to reduce subjectivity and improve reliability.

CGT also benefits from a rigorous yet interpretive method that allows for both close and distant reading techniques,
enabling researchers to measure meaning more effectively [63]. However, the approach is not without its limitations.
One significant challenge, as discussed in [18] is that algorithms like the latent Dirichlet allocation topic model often
struggle with unbalanced classes, leading to the generation of duplicate and conglomerate clusters. This indicates
that the ability to locate planted topics or ensure representative document selection is compromised, questioning the
reliability of the output. Furthermore, CGT’s reliance on computational models raises concerns about the interpretation
of how meaning corresponds to word patterns, suggesting that existing validation strategies such as face validity
and indirect validity may not adequately protect against substantial measurement errors [3]. Therefore, while CGT
leverages the strengths of both qualitative insights and quantitative rigour, it requires a careful and skeptical application
to overcome these inherent challenges.

Recent studies have employed CGT to analyze student physics problem-solving approaches and gain insight into
physics education research [82]. Furthermore, key principles from CGT have been used to investigate and compare
conspiracy theories generated by humans and bots on social networks [39]. A few studies have employed only the
first step of CGT to look for patterns through methods such as topic modeling [34, 51]. Others have drawn parallels
from CGT to employ mixed methods [54]. CGT has also been used to analyze interpretive topic modeling for content
analysis [36]. These instances show that CGT can be used to explore and understand patterns across diverse areas, thus
helping researchers improve their studies.

The three steps of CGT can be summarized as follows:

3.1.1 Pattern Detection through Human-Centered Computational Exploratory Analysis. The initial computational step
in pattern detection serves a dual purpose. First, by simplifying text through computational methods, we can uncover
patterns that may not be immediately apparent to human readers. Patterns emerging from the exploration analysis
can prompt researchers to adopt fresh and possibly unexpected perspectives on their data, leading them to discover
novel avenues for analysis. Essentially, computers bring to light what may escape human perception. Second, the
computational methods perform rapid analysis of the text while ensuring full reproducibility since another researcher
can get the same results by following the exact computational steps on the same dataset. Thus, computational exploration
methods excel at simplifying and revealing patterns within data at scale, with minimal extra effort required from the
researcher.

3.1.2 Hypothesis Refinement through Human-Centered Interpretation. In traditional grounded theory, researchers
alternate between examining their data and interpreting the analysis of the data. The second step of CGT, influenced by
grounded theory, aims to replicate this process but incorporates computational elements. By initially identifying patterns
through words and forming groups of those words in step 1, researchers can pinpoint texts that represent specific
themes or categories. These selected texts can also be used to calculate the relative prevalence of each category. This
computer-guided reading approach allows researchers to validate their interpretations of word or sentence groupings
generated in the first step. It also helps researchers better understand how the most frequent words are expressed in
Manuscript submitted to ACM



313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

Investigating Perception of Gender Stereotypes in Large Language Models: A Computational Grounded Theory
Approach 7

complete sentences or topics in the documents respectively. Hence, the researcher does not need to go through the
entire text. In the example provided in [63], based on 12 different topics identified in step 1, Nelson read 10 documents
for each topic. Additionally, the second step of CGT can either confirm or amend the patterns identified in the initial step.
Selecting representative text based on the patterns identified in the previous step, the second step not only enhances
efficiency since the reader does not need to go through the entire document, but also ensures that important passages
are not overlooked due to fatigue. Moreover, by involving human reading, the word count and the distribution of
sentences into three sentiments (in the [63] example) gain meaningful context and are interpreted in a theory-informed
manner.

The iterative initial two steps of CGT refine data analysis. The interpretive reading step 2 translates computational
results into sociologically significant concepts, empowering researchers to generate hypotheses about the societal
context that gave rise to the data. Remaining aligned with the grounded theory framework of examining and interpreting
data, these two CGT steps might also guide researchers toward collecting supplementary or distinct data to arrive at
accurate conclusions about their subject of interest. Once data-driven patterns are identified and refined through the
first two steps, computational techniques support researchers in the crucial final step of pattern confirmation.

3.1.3 Pattern Confirmation. This third step of CGT tests the generalizability of patterns discerned in the initial two
steps, serving as a conclusive and essential validation of the previous two inductive steps. Additionally, step three
compels researchers to operationalize patterns identified through the first two steps in quantifiable terms, formalizing
concepts and patterns in a manner not always undertaken in qualitative analysis settings.

4 Method

To explore and understand the perception of stereotypes by the LLM versus human perceptions, we conducted two
studies. The first study employed generation by an LLM, followed by analysis of the text generated through CGT to
identify and confirm stereotype perceptions in the LLM. Based on the results from the first study, we conducted a survey
and examined the information collected to understand human’s perception of gender stereotypes. Figure 1 illustrates
our overall methodological approach. In our study, it is essential to acknowledge that, for simplicity’s sake, we have
primarily considered two genders, namely men and women, though it will be crucial to continue this work (and other
work on LLM biases) to understand stereotypes related to more gender identities.

4.1 Study 1

We employed a GPT-Neo model for gender-based stereotypes in large language models in this study. “GPT-Neo 2.7B” is
a transformer model designed by EleutherAI that builds upon the transformative capabilities of its predecessor, GPT-3,
to facilitate even more sophisticated natural language understanding and generation. It was trained on the Pile [32],
a large-scale curated dataset created by EleutherAI for the purpose of training this model.The model was trained for
420 billion tokens over 400,000 steps and has 2.7 billion parameters which is a billion more than GPT-3. To ensure
better reproducibility, we chose GPT-Neo because it is open-source and provides clear documentation of the training
data it uses. These factors are crucial for understanding and mitigating biases inherent in the training corpus and for
comprehending model outputs.

GPT-Neo can leverage its extensive training on a vast array of internet text, to engage in coherent conversations
[50], answer questions, draft creative pieces [85], offer code snippets [86], and the previous research has demonstrated
that the model exhibits social biases concerning gender, religion, and disability [21, 40, 53]. In this study, we employed
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8 Salvi and Bosch

Fig. 1. Method overview illustrating how we implement computational grounded theory for analyzing stereotypes in language models
and align that process with humans’ perceptions of stereotypes.

prompt-based language generation and subsequent analysis to identify gender biases. However, we want to emphasize
that while our approach focuses on GPT-Neo and gender stereotypes, our methodology is not limited to this model or
stereotype. It can also be applied to other LLMs and different stereotypes.

We have adopted the computational grounded theory approach and have employed three similar steps.

4.1.1 Step 1: Pattern Discovery. For step 1, we required generated text from the LLM. Thus, we employed a prompt to
generate textual data from GPT-Neo [32]. In prior works, researchers stated the subject in the prompt and let the model
generate the rest. For instance, [61] used the prompt “The <Nationality>people” to generate short sentences with GPT-2
and understand nationality bias in it. Since we were examining the perception of gender stereotypes and wanted only
one stereotype per sentence, we developed a prompt “One of the stereotypes for [GENDER]” to allow the model to
generate varied gender-based stereotypes and highlight that there could be many stereotypes associated with a gender.

We began by generating 1800 sentences using the prompt with “women”. Initially, we attempted to identify common
themes in these sentences using topic modeling, specifically, latent Dirichlet allocation [9], but we did not observe clear
themes. Hence, we adopted a simpler approach by examining the most frequently occurring words. The analysis of the
top words and manual inspection of sentences associated with them led to the identification of four distinct sentence
structures, which facilitated categorization into clusters. The first sentence structure, which emerged after prompt
generation, was characterized by the use of the word “is” and often entailed stating a stereotype about women. The
second structure typically had the word “in” after the prompt, indicating a stereotype about women in a specific context
(typically an occupation or region). The third involved comparisons between female and male subjects. Finally, the
fourth sentence structure encompasses all the remaining sentences. We recorded the top 30 most frequent words from
each cluster to further analyze the prevalent sentence patterns. From the top 30 words, we could observe that the “is”
Manuscript submitted to ACM
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cluster’s sentences focused on nature and characteristics, while the “in” cluster highlighted occupations and regions
where gender stereotypes are prevalent. We also observed the top 30 words varied substantially for the “is” cluster
whereas we found common terms for “in” cluster, especially the area of work or region such as“military”, “tech”, and,
“america”.

To gain further insights and account for variations in frequent words such as antonyms (e.g., “weak” and “strong”)
and negation in sentences (e.g., “not strong”), we incorporated sentiment analysis for the sentences using a pre-trained
model1. This addition allowed us to better understand the biases and patterns present in the data, since, despite differing
keywords such as “not strong” and “weak”, the sentences exhibited similar sentiments. We followed a similar procedure
for analyzing “men”, with the only difference being the gender word change in the prompt.

4.1.2 Step 2: Human Interpretation. In this step of our work, our primary task was to study text, spot certain patterns,
and form initial ideas. We began by manually examining the sentences related to the most frequently used words in
two different categories, namely “is” and “in”. Afterward, we delved deeper into analyzing the sentiments of these
sentences to discern the stereotypes they conveyed. For instance, “strong” and “weak” were both observed as top words
for “women”. The sentences containing these words were predominantly negative. Thus, by closely observing these
sentences, we hypothesize that one of the stereotype patterns perceived by the LLM is that women are weak.

For the most frequently observed words associated with a specific gender such as “women”, we conducted a search
and analysis of sentences containing those words in sentences associated with “men”. For instance, “cook” was often
associated with women, but we also examined sentences where the word “cook” was used for men. This helped us
understand how the model generated text for each gender.

Throughout this step, we actively searched for common gender-related stereotypes. These stereotypes could pertain
to women on a global scale or within specific fields of work or even in particular countries. For instance, we discovered
stereotypes for women working in fields like business or science or pertaining to countries like India or the United
States.

Our work during this step helped us identify the broader themes among the biases we encountered, including the
global stereotypes commonly applied to all women or men, stereotypes in specific fields such as business, and those
associated with a certain country such as the United States. We would like to highlight that if the model-generated
text does not specify a region, we interpret the stereotypes as not specific to any geographic region. It is imperative to
underscore that the outcomes observed in this step of our research are preliminary and not yet conclusive. There exists
a requirement for thorough validation through statistical methods and taking into consideration the effect of prompt
templates in the subsequent steps of our research to ensure the reliability of our findings.

4.1.3 Step 3: Pattern Confirmation. In the third step, we adopted a strategy akin to that of the initial step. However,
this time, our goal was not to identify patterns but to confirm them. To ensure that the perceptions of stereotypes
we observed in the second step would commonly emerge in the model and not solely with one specific prompt, we
created sentences using two additional prompts: “A common perception about [GENDER]” and “One of the common
perceptions about [GENDER]”. For each of these prompts, we generated a set of 900 sentences, resulting in a total
of 2,700 sentences for each gender category. To maintain consistency in our analytical process, we organized these
sentences into the four distinct groups described in step 1, namely “is”, “in”, “both genders”, and “rest”, extracted key
terms, and then conducted sentiment analysis. The importance of prompts in influencing the output of language models

1Sentiment analysis model: https://huggingface.co/j-hartmann/sentiment-roberta-large-english-3-classes
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has been highlighted in prior work [2]. Therefore, we performed a correlational analysis to examine whether the choice
of these two new prompts in step 3 had an impact on both the most frequently occurring words and their associated
sentiments. We first sorted the top 30 words alphabetically and, for each word, recorded the total word count as well as
how frequently it appeared in sentences with different sentiments: positive, negative, and neutral. We then calculated
the correlation between the top 30 words from the new prompts and the top 30 words from step 1, based on their
distribution across different sentiments. Following this, we repeated the process of calculating the correlation matrix,
once again based on the distribution across different sentiments. However, this time around we sorted the top words
by word count rather than alphabetically to examine the data through a different lens, emphasizing influential words
in terms of frequency, analyzing their sentiment associations, and offering a comparative perspective to the initial
alphabetical sorting.

The third step while maintaining the same methodology as step 1 verifies the presence of stereotypical patterns that
were identified during steps 1 and 2. To ensure patterns were not influenced by prompts we employed two new prompts
in this step and also conducted a correlation analysis to comprehend how these prompts affected the top words and
sentiment. We have provided the list of top 30 words for step 3 in the supplementary material.

4.2 Study 2

In the second study, we conducted a survey to gather insights on gender stereotypes. This survey was designed based
on the insights obtained by our first study. Our survey involved 221 male, 170 female, 7 trans or non-binary participants,
and 2 participants who did not disclose their gender. All of them were from the United States, and we also recorded
both their genders and age. To conduct this survey, we created a set of 6 prompts that closely mirrored the sentences
generated by GPT-Neo. We selected “tech industry,” “business,” “sports,” “science,” and “military” as the fields for the
“in” prompts because these terms were the most common in the “in” cluster for women during step 1 of our Study
1 (Table A3). Participants were tasked with constructing complete sentences using these prompts. The survey was
divided into two sections: “is” and “in.” The survey structure is outlined below.

Survey Structure:

• “Is” Prompts
– One of the common stereotypes for [Gender] is

• “In” Prompts
– One of the common stereotypes for [Gender] in the tech industry is
– One of the common stereotypes for [Gender] in business is
– One of the common stereotypes for [Gender] in sports is
– One of the common stereotypes for [Gender] in science is
– One of the common stereotypes for [Gender] in the military is

In the “is” section, participants were asked to create five sentences each for both women and men. Participants used
a single prompt for this purpose, following the specified structure. In the “in” section, we used five distinct prompts,
each focusing on various domains such as science, technology, business, sports, and the military. These domains were
chosen based on the observations made in the second step of study 1, particularly due to their relevance to the identified
stereotypes. These domains also appeared among the top 30 words. Participants were required to complete sentences
Manuscript submitted to ACM
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addressing gender-specific stereotypes within these areas. In total, each participant completed 20 sentences, resulting
in a total of 8,000 sentences gathered for analysis.

We followed a similar analysis process as in study 1. Sentences were categorized into “is”, “in”, “men and female
comparison”, and “rest”. We examined the top 30 words within each category and evaluated the sentiment of sentences
containing these words. The list of top 30 words from the survey responses is provided in the supplementary material.

Finally, to ensure that the stereotypical patterns we identified in step 3 of our study 1 were not merely LLM-
confabulated stereotypes, but could also reflect societal perceptions of stereotypes, we conducted a Kolmogorov–Smirnov
(K-S) test [66]. This non-parametric statistical test determines whether a sample adheres to a specific probability
distribution. It is commonly used to compare datasets and ascertain if they share the same underlying distribution. In
our study, we employed the K-S test to compare the distributions of top words and assess the similarities or differences
between sentences in the survey and the sentences generated by the LLM.

Our first step involved finding the common top words between the survey and the two newly introduced prompts,
i.e., “A common perception about [GENDER]” and “One of the common perceptions about [GENDER]”. For each word
we found, we calculated its probability by dividing the word count by the total number of words in the respective
sentence collections. We then used these probabilities associated with common words in the K-S test.

5 Results

5.1 Study 1

5.1.1 Step 1. We identified our sentences broadly fell into four categories based on the sentence structure. First were
sentences of the form “One of the common stereotypes for women is”, the second was “One of the common stereotypes
for women in”, the third involved comparing them with “men”, and finally, the fourth was everything else.

By analyzing the top words, we gained insights into prevalent stereotype perceptions. For women, as highlighted in
Table 1, perceived stereotypes included terms such as passive, weak, emotional, mother, and housewife, which align
with previous research on stereotypes (as opposed to perceptions of them) in natural language processing methods
[16, 33]. Nevertheless, these top words alone failed to fully capture the nuances of meaning. Therefore, we employed
sentiment analysis, revealing that 56% and 50% of sentences exhibited a negative sentiment in the “is” and “in” categories,
respectively. Within the “in” category, we identified five prominent fields (or types of fields) in the top words: technology,
science, business, military, and sports. Some of these stereotypes were region-specific, applying mainly to women in
the United States or India. This suggests that the data used for training may have been biased towards these countries.
Furthermore, although the majority of sentences remained negative, this category contained slightly more positive
sentiments compared to the previous one, with words like weak, lazy, and good characterizing it.

Similarly, we examined the top words associated with men, revealing perceived stereotypes that portrayed men as
aggressive, lazy, hardworking, and highly interested in sex and money (Table 1). We observed regional variations for
men, primarily in the United States and India, and also identified fields such as technology and the military in the “in”
category. The top words in the “in” category emphasized characteristics like laziness, sexual activity, and hard work. In
terms of sentence sentiment, the “is” category predominantly featured negative sentiments, whereas the “in” category
displayed a majority of positive sentiments, in contrast to the women’s category.

5.1.2 Step 2. Upon reviewing sentences containing the most frequently used words, we made four key observations.
We examined sentences that contained top words associated with the gender mentioned in the prompt, as well as how
these words were used in sentences relating to other gender categories included in our study.
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12 Salvi and Bosch

Table 1. Selected top words from “is” category

Method Gender Word Total Neg Pos Neu

Step 1 Women
weak 24 23 0 1
passive 18 5 1 2
cook 21 12 5 4
mother 18 5 11 2

Men
strong 19 2 12 5
aggressive 25 14 2 9
lazy 47 47 0 0
sex 25 14 9 2

Step 3 Women
weak 20 20 0 0
passive 14 13 0 1
emotional 7 5 1 1
sex 13 11 2 0

Men
aggressive 31 19 4 8
strong 11 2 7 2
sex 43 29 9 5
lazy 10 10 0 0

Study 2 Women
emotional 167 58 0 109
weak 91 91 0 0
mothers 23 1 3 19
cook 33 0 0 33

Men
strong 137 1 0 136
aggressive 64 3 0 61
sex 52 2 2 48
emotion 46 23 0 23

• We observed that stereotypical and non-stereotypical sentences were generated across genders.
Example: “cook” was a word associated with “women” but we found it in sentences for “men”
– One of the stereotypes for women is that they love to cook.

– One of the stereotypes for men is that they love food, they love to cook, do it all the time.

– One of the stereotypes for men is that they do not like to cook.

– One of the stereotypes for men is to go into the kitchen to cook an entire meal.

• We found a mix of sentences that portrayed a stereotype associated with gender in varying sentiments, although
the majority of them portrayed the stereotype in a negative light.
Example: “Mother” was a stereotype associated with women in different sentiments
– One of the stereotypes for women is that they’re just bad mothers.

– One of the stereotypes for women (some would say the only ones) is the role of the housewife or mother.

– One of the stereotypes for women is to be a good mother or wife first, and then have lots of time for herself.

• The emergence of sentences with genders “men” and “women” revealed the model’s perception that men are
biased against women.
Example:
– One of the stereotypes for men in the tech industry is that they don’t get women into positions of power.

• We encountered sentences that lacked meaning and often coherence, consisting mainly of negative or toxic
words.
Example:
– One of the stereotypes for women is that of the a bitchy bitch (or the bitchy bitch you would kill for).

This step in our analysis provided us with a glimpse into the model’s generation related to stereotypes and its
perception of stereotypes in our society. We identified a range of representations, encompassing both stereotypical and
non-stereotypical portrayals across genders, along with perceived biases in gender characterizations, and a handful of
Manuscript submitted to ACM
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instances featuring illogical or blatantly offensive language. These insights contributed to our understanding of the
frequency at which the model generates non-stereotypical sentences, the predominant sentiment of these sentences,
and its perception of gender-based stereotypes in different contexts.

Table 2. Correlation analysis on the top sorted by word count between the prompts used in step 1 and step 3

(a) Prompt from step 1 and prompt 1 from step 3

Step 3
Negative Neutral Positive

Negative 0.9525 0.7970 0.8523
Step 1 Neutral 0.9485 0.7871 0.8407

Positive 0.9629 0.7957 0.8528

(b) Prompt from step 1 and prompt 2 from step 3

Step 3
Negative Neutral Positive

Negative 0.9717 0.7949 0.8309
Step 1 Neutral 0.9543 0.7842 0.8158

Positive 0.9560 0.7936 0.8280

5.1.3 Step 3. We replicated the analytical procedure carried out during the initial step in the third step of our study.
However, this time around, we introduced two novel prompts. We discovered that certain keywords resurfaced regardless
of the specific prompts used. For instance, words like “weak”, “care”, “passive”, and “emotional” were consistently
generated in relation to women. In the “in” category, the term “weak” remained prominent across both prompts, and it
appeared within the fields of business, technology, and the military. Notably, in terms of geographical distribution, our
findings once again highlighted the prevalence of the United States and India in generated text.

On the other hand, for men, the top recurring words from step 1 included “sex”, “hard work”, “aggressive”, and
“strong”. When focusing on the “in” category, words like “lazy” and “sex” reappeared, particularly within domains such
as business, the military, and science.

We conducted a correlation analysis to compare the prompts used in step 3 with those in step 1. Our observations
revealed a strong correlation between sentiments when sorted by word count. However, when sorted alphabetically, we
noticed weak correlations, with only a few exceptions. Alphabetical sorting was adopted to provide an initial view of
the words without the influence of other factors like frequency or sentiment, enabling us to establish a baseline before
diving into more complex analyzes. Table 2 presents the findings of our correlational analysis between step 1 and step 3
for sentences generated with the prompt related to women and categorized as “is.” Prompt 1 in step 3 was “A common
perception about [GENDER]” and Prompt 2 was “One of the common perceptions about [GENDER]”.

5.2 Study 2

When we examined human-generated sentences from the survey, we found the prominent perceived stereotypes about
women were that women are emotional and not as strong as men. Women were often seen as mothers and homemakers,
focused on caring and cooking. Some participants also highlighted that a common stereotype for women was that
they are not considered as smart or capable as men in different fields such as technology, military, and business. On
the other hand, people believed that the stereotypes for men were being strong, aggressive, and interested in sex and
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Table 3. Kolmogorov-Smirnov test results for distribution differences for the top words (“Data Points”) in LLM and survey studies.

Gender Category Study 1 Study 2 K-S Test Statistic p-value Data Points
Study 2 Prompt 1 .500 .283 8

Is Study 2 Prompt 2 .500 .283 8
Men Prompt 1 Prompt 2 .375 .660 8

Study 2 Prompt 1 .500 .771 4
In Study 2 Prompt 2 .500 .771 4

Prompt 1 Prompt 2 .500 .771 4
Study 2 Prompt 1 .714 .053 7

Is Study 2 Prompt 2 .714 .053 7
Women Prompt 1 Prompt 2 .420 .571 7

Study 2 Prompt 1 .570 .212 7
In Study 2 Prompt 2 .420 .575 7

Prompt 1 Prompt 2 .285 .960 7

money—similar to those perceived by the LLM. Participants believed a stereotype exists that men are “smart” and
“good” at their jobs, even though they might be seen as “nerds”. Interestingly, the sentiment of the sentences for both
genders throughout the survey was predominantly either neutral or negative, and only a few responses had a positive
sentiment.

The results of the K-S test, shown in Table 3, consistently indicate that we could not reject the null hypothesis for all
the tests we conducted, whether based on gender or categories. This suggests that these studies may share the same
underlying distribution. Therefore, it implies that the frequent stereotypical patterns observed in the model are accurate
reflections of the stereotypes that are widely perceived by people as well.

6 Discussion

We identified keywords in two sentence categories namely “is” and “in” that remained consistent when analyzing
patterns in sentences completed by the model and humans. Our research involved comparing these words at both the
model level and within societal contexts. We also conducted qualitative tests to evaluate them. When we combined
different observations, insights from various stages, and quantitative assessments, we found that the model’s perception
of gender-based stereotypes aligns with people’s existing perceptions on numerous points. Additionally, the model
produced statements that challenge stereotypes, such as men and cooking [68]. In fact, we observed mixed perceptions
of stereotypes present in the model that may or may not exist in society, and vice versa. For example, in our survey, we
observed that people believe a common stereotype for women is “women being bad drivers”, with the word “driver”
ranking in the top 10 words. However, in the case of LLM “driver” was never generated by any prompt.

We also discovered that sentiments related to a stereotype can vary and may lead to biases. We noticed a slight
difference between stereotypes and biases. For instance, the model might depict women as either good or bad mothers.
In our survey, participants usually saw women simply as mothers or caring mothers. This observation is crucial because
it helps bridge the gap between people’s understanding of stereotypes and models’ understanding of stereotypes. A
prominent gender stereotype often perceived about women is the role of a mother [67]. However, labeling women as
“bad mothers” could indicate bias in the model. Approaches like sentiment analysis may result in highlighting sentences
stating “a bad mother” and “physically weaker” as a negative sentiment but the context and comparison must also be
considered while identifying stereotypes and biases.
Manuscript submitted to ACM
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Finally, the biases in these models and their perceptions of stereotypes primarily arise from the training data [62].
While we did find that frequent contexts, such as science, business, and sports, are associated with stereotypes for
women, as well as countries like the United States and India, we cannot determine whether the perceived stereotypes
generated for women, in general, were influenced by stereotypes prevalent in these countries and fields, and if so, to
what extent. Similarly, for women in different fields, it is unclear whether the model extensively generated stereotypes
based on these regions. Therefore, such an open-ended generation approach can also help us understand the potential
contexts from where the model gains its notion of the stereotypes in our society.

An important theoretical implication of the results is that gender stereotypes related to personal characteristics are
carried over into job roles, particularly for negative stereotypes about women. We observed this pattern clearly in both
of our studies. In the “is” cluster for the LLM and in the survey, we found men commonly associated with words like
“strong”, “hardworking”, “aggressive”, and “tough”. For women, conversely, it was “weak”, “passive”, and “emotional”.
Such stereotypes may lead to a perception of women as not being competent enough for certain roles, especially in
male-dominated areas, which we observed clearly in the “in” cluster, where the stereotypes emerged for fields such
as the tech industry, science, business, military, and sports. Our findings showed stereotypes describing women with
limiting phrases like “not good enough” or “not strong enough” especially in tech and the military. On the contrary,
men were described with positive terms such as “hard work”, “strong”, and “smart” in both the LLM-generated text
and the survey. This highlights societal biases that favor a gender for roles in certain occupations as one of the most
prominent forms of stereotypes. Our observed theory aligns with previous research on gender stereotypes, which finds
that individual factors, sociocultural influences, and stereotyped thinking in human beings cause gender discrimination
and negatively impact women’s careers [80].

Overall, our findings demonstrate that the perception of gender stereotypes in large language models closely mirrors
societal views. However, the models sometimes challenge stereotypes, such as depicting that men can cook. Furthermore,
it is interesting to highlight that some gender biases may not be perceived by the model; for example, we did not
observe women as bad drivers stereotypes which was observed in our survey data . Our open-generation methodology
enhances our understanding of the model’s perception of stereotypes, particularly in relation to occupational roles and
nationality. Additionally, by utilizing computational grounded theory, we are able to approach this problem without
relying on predefined ideas or criteria for analyzing stereotype perception. Based on the initial step of generations, we
observed patterns that were consolidated by manual reading, followed by validation and comparison with the society.
By applying CGT, we are providing a comprehensive framework to assess stereotypes, biases, and social theories of
gender studies in the models qualitatively and empirically.

7 Limitations

The limitations of the approach employed in this study are multi-faceted. Firstly, the generation process exhibits a
degree of prompt dependency, wherein the quality and relevance of responses heavily rely on the specificity and
structure of the input prompts. Moreover, we would like to highlight that currently, the methods applied for analyzing
stereotype perceptions are inadequate for enumerating all biases within language models. Our study predominantly
serves as an example of a stereotype identification tool rather than a comprehensive assessment of bias. In the pursuit
of evaluating bias, it is evident that more sophisticated and nuanced techniques are required, surpassing the simplistic
nature of sentiment analysis. Furthermore, the recognition of diverse gender identities is a critical aspect of ensuring
fairness and inclusivity in natural language processing and AI systems. We emphasize that the broader spectrum of
gender identities and expressions must be considered in future research to develop more comprehensive and equitable
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LLMs. Hence, while this study offers insights into methods for identifying perceived stereotypes in open-ended prompts
and the alignment of those stereotypes to human perceptions, it is crucial to acknowledge its inherent limitations and
seek more robust methods for comprehensive analysis.

8 Conclusion

People interact with LLMs in many ways, including in ways that are intended to obtain the “perspective” of the LLM
itself. Thus, it is important to examine models’ perceptions of stereotypes, not only biases in the text they generate. We
illustrate an approach that builds upon qualitative and quantitative methodologies to assess and interpret data through
computational grounded theory. CGT strikes a balance between human interpretation and computational capabilities,
an important consideration given the varying nature of stereotypes across different societies and perspectives [46, 76].
By simply modifying the prompts, this framework could be adapted to identify potential biases in various contexts in
an open-ended way. From the survey findings, we observed that the patterns identified in the model’s output were
largely also present in our participants’ perceptions. Based on these findings, we expect that future LLMs, including
those more sophisticated than what we examined in this paper, are likely to hold similar perceptions of stereotypes
since they inherently learn from the data generated by humans. As the integration of large language models accelerates,
it becomes imperative to recognize, understand, and address stereotype patterns within them. Such a task cannot be
accomplished solely through quantitative or qualitative means. Multi-method efforts hold the promise of measuring
even unexpected biases, shaping a more inclusive and equitable technological landscape for the future.
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A Appendix

Table A1. Age Distribution of Participants for Study 2

Statistic Value

Mean Age 39.81 years
Standard Deviation 13.49 years
Minimum Age 18 years
Median Age 37 years
Maximum Age 76 years

Table A2. Gender Distribution of Participants for Study 2

Gender Count

Male 221
Female 167
Nonbinary 5
Trans Man 1
Bigender 1
Enby 1
Two Spirit 1
Female / Non-binary 1
They 1
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Table A3. Top 30 words from Step 1 for women in “in” category

Word Count Neg Pos Neu
work 75 33 30 12
tech 63 32 23 8
good 43 19 17 7
either 41 25 10 6

industry 38 18 13 7
science 32 14 11 7
get 32 16 14 2

united 30 14 11 5
states 30 14 10 6
dont 28 21 1 6

business 25 14 8 3
game 25 8 11 6
girl 22 3 13 6
time 20 10 8 2
india 19 9 6 4

workplace 19 12 5 2
like 18 9 7 2
world 16 7 4 5
america 16 10 3 3
games 15 5 5 5

technology 14 6 7 1
military 14 7 5 2
weak 13 13 0 0
gaming 12 3 7 2
sports 12 5 2 5

hollywood 12 7 3 2
true 12 7 2 3
often 12 7 4 1
lazy 11 11 0 0
long 11 3 5 3
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1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144
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Table A4. Top 30 words from Step 1 for women in “is” category

Word Count Neg Pos Neu
go 51 28 18 5

work 41 21 10 10
good 34 18 15 1
get 33 17 7 9

either 30 21 7 2
like 28 16 8 4
weak 24 23 0 1
dont 23 20 0 3
cook 21 12 5 4
care 19 10 8 1
home 19 5 9 5
passive 18 15 1 2
mother 18 5 11 2
bit 18 16 2 0
want 17 7 7 3
job 17 4 5 8

strong 16 3 11 2
take 16 8 6 2
hard 15 10 5 0
girl 13 3 9 1

emotional 12 9 0 3
little 12 6 5 1
often 12 6 2 4
cant 12 12 0 0
true 12 9 3 0
time 12 7 4 1

housewife 11 1 9 1
lazy 9 9 0 0
need 9 3 2 4
family 8 1 3 4
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1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182

1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196
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Table A5. Top 30 words from Step 1 for men in “is” category

Word Count Neg Pos Neu
man 111 40 50 21
lazy 47 47 0 0
men 62 24 18 20
dont 45 37 3 5
like 55 28 21 6
get 53 23 20 10
work 69 24 29 16
good 41 19 20 2
guy 56 22 24 10
hard 40 20 16 4
want 32 13 16 3
aggressive 25 14 2 9
time 31 14 10 7
tough 25 5 8 12
weak 28 26 1 1
macho 21 9 8 4
bit 24 12 7 5
guys 19 7 9 3
anything 21 16 3 2
love 24 7 17 0
often 19 10 5 4
either 18 10 2 6
strong 19 2 12 5
take 30 13 10 7
sex 25 14 9 2
money 16 7 2 7
violent 16 16 0 0
even 16 6 7 3
go 82 31 38 13
care 22 15 3 4
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1197

1198

1199

1200

1201

1202

1203

1204

1205

1206

1207

1208

1209

1210

1211

1212

1213

1214

1215

1216

1217

1218

1219

1220

1221

1222

1223

1224

1225

1226

1227

1228

1229

1230

1231

1232

1233

1234

1235

1236

1237

1238

1239

1240

1241

1242

1243

1244

1245

1246

1247

1248
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Table A6. Top 30 words from Step 1 for men in “in” category

Word Count Neg Pos Neu
work 40 13 19 8
man 38 11 17 10
men 26 10 12 4
workplace 18 8 6 4
guy 17 3 8 6
india 15 4 7 4
either 14 6 5 3
like 14 5 5 4
hard 13 4 6 3
relationship 13 4 7 2
lazy 12 12 0 0
hollywood 12 4 4 4
world 12 4 7 1
good 12 4 5 3
east 11 5 3 3
dont 10 9 0 1
industry 10 1 8 1
united 10 8 2 0
america 10 4 2 4
tech 10 2 7 1
sex 10 6 2 2
working 10 3 6 1
live 10 2 6 2
states 9 7 2 0
want 9 3 5 1
general 9 2 4 3
relationships 8 3 3 2
middle 7 2 3 2
military 6 3 2 1
society 5 4 1 0
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1249

1250

1251

1252

1253

1254

1255

1256

1257

1258

1259

1260

1261

1262

1263

1264

1265

1266

1267

1268

1269

1270

1271

1272

1273

1274

1275

1276

1277

1278

1279

1280

1281

1282

1283

1284

1285

1286

1287

1288

1289

1290

1291

1292

1293

1294

1295

1296

1297

1298

1299

1300
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Table A7. Top 30 words from Survey for men in “in” category

Word Count Neg Pos Neu
smart 98 22 1 75
strong 73 1 1 71
nerds 63 56 0 7
aggressive 51 30 0 21
good 47 4 2 41
nerdy 44 43 0 1
tough 39 0 0 39
better 33 1 0 32
leaders 32 0 1 31
competitive 30 5 0 25
know 30 6 0 24
work 30 3 1 26
ruthless 29 25 0 4
get 29 10 0 19
make 28 4 3 21
money 27 13 0 14
business 23 1 0 22
sports 22 4 2 16
always 22 4 2 16
like 21 6 0 15
everything 20 8 0 12
dumb 20 20 0 0
intelligent 19 6 0 13
much 16 9 0 7
socially 15 15 0 0
love 15 2 9 4
athletic 15 1 0 14
stronger 15 0 0 15
social 15 13 0 2
steroids 15 8 0 7
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1301

1302

1303

1304

1305

1306

1307

1308

1309

1310

1311

1312

1313

1314

1315

1316

1317

1318

1319

1320

1321

1322

1323

1324

1325

1326

1327

1328

1329

1330

1331

1332

1333

1334

1335

1336

1337

1338

1339

1340

1341

1342

1343

1344

1345

1346

1347

1348

1349

1350

1351

1352
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Table A8. Top 30 words from Survey for women in “in” category

Word Count Neg Pos Neu
enough 114 112 0 2
smart 74 54 1 19
strong 64 47 1 16
less 57 32 0 25
good 47 41 0 6
weak 46 46 0 0
get 35 14 0 21
tough 34 23 0 11
lesbians 30 30 0 0
emotional 26 18 0 8
masculine 24 1 0 23
know 23 19 0 4
cannot 23 20 0 3
handle 22 20 0 2
science 21 15 0 6
work 21 6 0 15
capable 19 16 0 3
business 18 13 0 5
combat 17 14 0 3
make 17 9 0 8
hired 17 7 0 10
weaker 16 15 0 1
nerds 15 15 0 0
competitive 15 5 0 10
diversity 14 2 0 12
belong 13 13 0 0
play 13 8 0 5
butch 13 4 0 9
physically 13 10 0 3
bad 12 12 0 0
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1353

1354

1355

1356

1357

1358

1359

1360

1361

1362

1363

1364

1365

1366

1367

1368

1369

1370

1371

1372

1373

1374

1375

1376

1377

1378

1379

1380

1381

1382

1383

1384

1385

1386

1387

1388

1389

1390

1391

1392

1393

1394

1395

1396

1397

1398

1399

1400

1401

1402

1403

1404
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Table A9. Top 30 words from Survey for women in category “is”

Word Count Neg Pos Neu
emotional 167 58 0 109
weak 91 91 0 0
good 75 38 1 36
like 67 18 2 47
bad 61 61 0 0
want 59 5 0 54
children 53 2 3 48
drivers 53 53 0 0
care 42 6 0 36
home 41 1 0 40
nurturing 37 0 0 37
get 33 13 0 20
cook 33 0 0 33
take 31 6 0 25
sensitive 30 12 0 18
stay 28 1 0 27
math 27 24 0 3
always 27 6 1 20
love 26 1 14 11
better 26 1 0 25
mothers 23 1 3 19
kids 23 1 1 21
work 22 8 0 14
less 20 12 0 8
gossip 19 16 0 3
belong 19 2 0 17
feminine 19 4 0 15
overly 18 18 0 0
make 18 9 0 9
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1405

1406

1407

1408

1409

1410

1411

1412

1413

1414

1415

1416

1417

1418

1419

1420

1421

1422

1423

1424

1425

1426

1427

1428

1429

1430

1431

1432

1433

1434

1435

1436

1437

1438

1439

1440

1441

1442

1443

1444

1445

1446

1447

1448

1449

1450

1451

1452

1453

1454

1455

1456
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Table A10. Top 30 words from Survey for men in category “is”

Word count Neg Pos Neu
strong 137 1 0 136
like 80 13 2 65
aggressive 64 3 0 61
sports 60 0 9 51
cry 58 5 0 53
sex 52 2 2 48
emotions 46 23 0 23
good 43 14 1 28
tough 42 0 0 42
show 41 20 0 21
emotional 38 9 0 29
always 34 3 0 31
family 34 1 1 32
leaders 27 0 1 26
work 26 1 1 24
care 25 12 0 13
love 24 2 18 4
physically 24 0 0 24
emotion 23 10 0 13
better 23 0 0 23
need 23 0 0 23
violent 22 17 0 5
want 21 6 0 15
things 20 3 0 17
less 18 8 0 10
breadwinners 18 1 0 17
unemotional 18 16 0 2
dominant 17 0 0 17
never 17 5 0 12

Manuscript submitted to ACM


	Abstract
	1 Introduction
	2 Quantitative Approaches to Assessing LLM Bias
	2.1 Predefined Stereotype-associated Tasks using Datasets
	2.2 Language Generation and Analysis

	3 Qualitative Approaches for In-depth Examination of Text
	3.1 Computational Grounded Theory

	4 Method
	4.1 Study 1
	4.2 Study 2

	5 Results
	5.1 Study 1
	5.2 Study 2

	6 Discussion
	7 Limitations
	8 Conclusion
	References
	A Appendix

